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Abstract: 
Recent trends in multi-agent ITS can be split in a movement away from the traditional 
ITS architecture consisting of modules (i.e., the expert, student, and instructional 
modules) and a movement towards looking at the process (i.e., planning, monitoring, and 
diagnosing). The strong idea as a core assumption for this second approach is that the 
term "cognitive agent" can be described as an agent that learns in the same way as people 
learns. So, focus is put both on learning protocols and mutant processes within a new 
paradigm for cognitive agents: the Systemion (Systemic Daemon). Systemions are 
designed as agents that powerfully increase their knowledge by learning from other and 
agents that assume their survival by joining two unique properties of the living systems: 
replication and evolution. Life cycle in systemions is self-controlled by two concurrent 
mechanisms - first, a reproduction system, continuously modified by a learning algorithm, 
is used to fertilize the cloning of a "child" agent into a given lineage; - second, selective 
genetic algorithms act as a mutant processes to create new fathers of an improved 
lineage. 

1 Introduction 

Computer networks to support human learning is a field in major change which has to 
cope with recent approaches of distributed artificial intelligence (DAI) techniques and 
new concepts to learning environments (i.e. intelligent tutoring systems (ITS)). Facing 
with the two key advantages - modularity and openness - that these systems afford, 
agents are a powerful tool for making modular tutoring systems where components can 
be more easily added or replaced and smoothly integrated [Wooldridge, 95]. 
Till the two last years, traditional ITS. development was mainly based on inference engine 
power and monolitical knowledge-base paradigms. In fact, many of studies on the 
development ofITS have considered the ITS as an individual tool where different sources 
of knowledge (teacher, student, media, ... ) are predefined components (i.e., the expert, 
student, and instructional modules). Thus, it is very difficult for pedagogues and teachers 
to imagine all strategies to adapt to every student. 

International Journal of Computing Anticipatory Systems, Volume 3, 1999 
Edited by D. M. Dubois, CHAOS, Liege, Belgium, ISSN 1373-5411 ISBN 2-9600179-4-3 



Nowadays, an ITS must be viewed as a system that focuses on the process (i.e., planning, 
monitoring, and diagnosing) and which evolves by acquiring knowledge during the time. 
In fact, in ITS, the acquisition of knowledge is not limited to the design step but must be 
developed during its using, according to not only its own processes but the environment 
too [Frasson & al., 96, 98]. This duality in the design is very useful to exploit the full 
potential of these multi-agent architectures, both at engineering and theoretical levels. It 
is one of the reasons, the multi-agent architecture paradigm is increasingly becoming 
popular with the ITS designers. To fulfill these goals the paper suggests a new 
architectural scheme for intelligent context-sensitive agents based on determinism, 
rational actor and emergence. That enforces the strong idea that the term "cognitive 
agent" can be described as an agent that learns in the same way as people learn [Vidal & 
al., 96]. 
So, focus is put both on learning protocols and mutant processes within a new paradigm 
for cognitive agents: the Systemion (Systemic Daemon). Systemions provides suitable 
hybrid support for synchronous versus asynchronous, generic dialogues among multiple 
autonomous agents [MEIT A, 97] via a robust representation of a cognitive model 
involving users "in-the-loop" at the basis of the assessment of the cognitive process itself 
[Gouarderes & al., 98]. 
In this perspective, Systemions are designed as agents that powerfully increase their 
knowledge by learning from others and agents that assume their survival by joining two 
unique properties of the living systems: replication and evolution. Replication allows a 
systemion to create locally, or from a distance, a clone of itsel£ Evolution from 
generation to generation occurs by systemions adapting themselves to context changes in 
their local environment. 
In order to adapt their evolution, systemions integrate a life cycle mechanism which self
modify their behavior. Life cycle in systemions is self-controlled by, - first, a reproduction 
system, continuously modified by a learning algorithm that runs on the complete set of 
rules at a current state of each systemion, to fertilize the cloning of a "child" agent 
preserving a basic set of rules ("genotypes"); - second, if a previously learnt sub-set 
system of rules is frequently used with a better performance than the inherited one, this is 
used to modify the basic set of genotypes as a mutant process to create a new lineage of 
systemions. 

2 Traditional ITS versus evolving ITS 

In a previous work [Frasson et al., 96] we have shown how an ITS architecture can be 
designed with intelligent agents. Various definitions and classifications which have been 
given to intelligent agents [Wooldridge, 95]. Depending of the degree of sophistication, 
an intelligent agent can possess the following properties: reactivity, autonomy, 
collaborative behavior, knowledge level, temporal continuity, personality, adaptability, 
mobility, instructability. A first classification formulated by Gilbert et al., [1995] 
differentiated intelligent agents according to three parameters: mobility, agency (or 
autonomy) and intelligence. Mobility is the degree to which agents travel through a 
network. Agency is the degree of autonomy (in terms of interactions) and authority given 
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to an agent (at a minimum an agent can work asynchronously). Intelligence is the degree 
in which we can gradually deploy preferences, reasoning, planning and learning. At the 
limit of these last parameters, an agent can learn and adapt to its environment both in 
terms of objectives and resources available (At a first stage, this three fundamental 
properties can be studied as multi-agent components). 
However, even if the design of the previous properties with construction blocks of 
knowledge is very important for educational purposes, it is still insufficient for ITS 
requirements. Indeed, we need to have agents which model human behavior in learning 
situations. This cognitive aspect of an agent relies upon its capability to learn and 
discover new facts or improve its knowledge for a better use. (At a second stage, this 
aspect can be studied as a generic learning process which can be achieved and assessed by 
a variety of methods (genetics algorithms, machine learning,.) [Gouarderes et al. , 1998]. 

2.1 Multi-agent ITS components 

In fact, the three main components of an ITS (the student model, the knowledge model, 
and the pedagogical model) can be built in the form of intelligent agents. However, the 
evolution of intelligent tutoring systems toward the use of multiple learning strategies 
calls on reusable components in a multi-agent architecture. Thereby, we have first 
designed an ITS where several agents assume different pedagogical roles such as a co
/earner, a learning companion, . .. ; consequently, we have called them Actors [Frasson et 
al, 96]. 

2.1.1 ACTORS 

An actor is an intelligent agent which is reactive, instructable, adaptive and cognitive. The 
actor architecture includes four modules (Perception, Action, Control and Cognition) 
distributed in three layers (Reactive, Control and Cognitive). It is similar (but extended) 
to the Touring Machines [Ferguson, 92], consisting in perception and action subsystems 
that interface with the environment of the agent and three control layers (reactive, 
planning, modeling ). 
ITS improvement by actors has progressively highlighted two fundamental 
characteristics: (1) learning in ITS is a constructive process involving several partners, (2) 
to improve it, various learning strategies can be used such as one-on-one tutoring, 
learning with a co-learner, learning by teaching, learning by disturbing [Frasson et al., 
96]. 
However, the success of a pure multi-agent architecture based tutoring system depends 
on a learners' motivation and self-discipline. Most of the ITS inherits a 'context gap' at the 
points of divergence between the purpose of the tasks performed within an ITS and the 
purpose of the predicted solutions expected by the pedagogue. The difficulty is to know 
the level of understanding of the learner in order to give him/her adapted assistance and 
how to represent this required knowledge. 
Related to this first difficulty, another point of view refers to a second problem of 
agents'adaptation in a society of learning agents: the 'dropping gap' (i.e., the rate of 
renunciation due to the lack of motivation and help). To weaken the inherent negative 
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effects (i.e. the "gaps"), we have achieved a project (LANCA1
) using individual or 

collective learning agents to model a convivial and collaborative learning session from the 
merging oflnternet and ITS technology using the Web as a virtual classroom. 
Thereby, this method for weakening the "dropping gap" inevitably introduces the 'context 
gap' restraint jointly with the shared initiative problem between the learner and the 
system. Then, in a third stage of experiments, we intend to identify aspects of a user's 
behavior that can be monitored and learned when evaluating several achieved prototypes 
of cognitive agents working together with the learner "in-the-loop". Consequently, the 
knowledge acquisition process in LANCA requires an embedded reviser agent (SERAC), 
to control the evolving knowledge and behavior of each pedagogical agents involved in a 
learning session [Millet & al., 98]. 

2.1.2 LANCA as a testbed for cognitive Agents 

LANCA©: Leaming Architecture Based on Networked Cognitive Agents relates to a 
system and a method for assisting the learner involved in distance learning situation on 
the Internet using several types of intelligent Agents. Today, we use it as a test bench to 
evaluate and assess several models of cognitive agent working together to model 
emergence in virtual learning environments. 
Using LANCA, no two learners learn from the same presentation in the same way or as 
well. No two moderators or instructors have to use the same medium in the same way or 
as well. No two lessons are suited for delivery by the same style or through the same 
medium. 

1 LANCA : Leaming Architecture Based on Networked Cognitive Agents. supported by AT&T, is 
underway at the University of Montreal and involves three countries (Canada, France, Mexico), 
[LANCA©, 98] . 
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The assessment process is based on the trace of various agents which act collaboratively 
to support learning at different steps. A first agent (Pedagogical Agent), close to the 
learner, is able to detect his difficulties using a learner model and provides local 
explanations when needed or on request. A second agent (Dialog) provides access to 
other explanations or learners available on the Web, in synchronous or asynchronous 
mode. Taking into consideration all possible helps, a third agent (Negotiating) is in charge 
of finding and selling explanations according to a market of requests and helps. A fourth 
Agent (moderator) is in charge of determining which explanation was finally useful to 
serve as a permanent source of explanation ( chunks as pieces of reasoning) for future 
learners. 
2.1.3 Tracking & Analyzing the learning process between agents. 

First experiments have focused on decisions that have to do, for evaluating that a given 
agent (human or artificial) is just in time, bringing up ( or not) useful or decisive helps. 
The critical question that remains is how the agent moderator goes about calculating 
adequacy ofagent interventions and evaluating profitability of the prescript helps. 
According to these previous requirements, we can identify five attributes which benefit 
the learning process supplied by a multi-agent architecture, as 
(i) mixing one-to-one, one-to-many and many-to-many activities in a productive deal, 
(ii) place independence ( distance problem), 
(iii) time independence (synchronization problem), 
(iv) multimode-based communication (text, speech, audio, video) and 
(v) computer mediated interaction. 
Now, let us introduce the complete apparatus to track emergence of useful criteria to 
model Systemions. 

2.2 Knowledge re-engineering with a "reviser" agent 

This method relies on Reviser Agent that permits knowledge re-engineering from a multi
criteria evaluation (computer, ergonomic . .. ) where the revision mechanism has to be 
independent from the evaluation agents that transmit the knowledge. The problem is to 
extract knowledge on how to analyze and explain the discrepancies between ''near-miss" 
incorrect responses of a student and the system' s knowledge of the probably most useful 
"correct" line of reasoning. In fact, each part tries both to explain its own reasoning to the 
other and to explain to itself the other' s reasoning. 
The selected approach to detect conflicts in system's knowledge, reasoning and helps, is 
to track the learning process with agent based simulation for both the case and domain 
studied and actors interaction (learner or user, respectively pedagogue or designer). The 
basic dialogue between the previous agents (user and designer facing the revision system) 
must be split into a three layered architecture according to different agent tasks (fig. 2) : 
• first level, pedagogical agents (learner, tutor): to play simulated learning scenarios, 
• second level, evaluator agents (ergonornist, didactician, psychologist, pedagogue ... ): 

to trace their reasoning. They are source of conflicts. 
• third level, cognitive and learning agent (reviser, instructable): to detect and solve 

conflicts and improve new helps. 
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On the following example, the revision system operating includes six steps (see fig. 2): 
( 1) the use ergonomist agent evaluate the interaction in real time and detects errors due to 

interface manipulation by the user (user point of view). 
(2) when an error is detected, ergonomist agents send the reviser agent a real-time 
message. The sent message includes the name of the detected error and the solution 
proposed. These agents that combine user and technical viewpoints are going to be a 
source of conflict. For example, when the "interface" agent finds a large lift on a screen, it 
can send a message with a view to suppress the lift and replace it by "tum-pages" 
whereas the "use" agent may propose to abbreviate the text so as to reduce the lift. 

I 
G 
N 
E 
R 

(5) 

INTELLIGENT TUTOR 
AGENT 

( I ) 

- -- - - -► Message sending (x) Execution order 

---► Automatic Actions ~ Manual Actions 

Figure 2 : Operating the knowledge revision system 

(3) (4) (3') The reviser agent stores and controls all messages received from ergonomist 
agents. After the manipulation stage by the user agent and in case of conflict between 
messages, three possible solutions are available : 
1 - it can solve the conflict itself with its current knowledge, 
2 - it needs external knowledge (4) and then asks for the help of the learning agent (3) 
3 - ifit does not success, it then asks the user agent for further information (3'). 
( 4') The user agent gives its viewpoint on the question asked. 
(5) The reviser agent reviews including the solutions proposed and return a diagnosis. 
(6) The designer agent (a human agent) is going to use the diagnosis of the reviser agent 
to correct the intelligent tutor in off-line time; it is the re-engineering of the IT. 
The learning agent works in parallel with the other agents. It observes the interaction 
between the user agent and of all the other agents so as to deduce some new rules. These 
rules will then be able to be transmitted to the reviser agent that increases thus its 
knowledge base (for example, the reviser agent will be able to solve more conflicts). This 
agent operates from a genetic algorithm that generates new rules by existing rule 
combinations. 
In this case, an agent (reviser) can model others by starting off with assumptions of their 
default behavior and then approximating the actual behaviors of others in the group by 
learning deviations from the default behavior. We are interested in endowing autonomous 
agents with the same capability so that they can adapt individual behavioral rules to 
enhance performance. 
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To sum-up, the research questions that we address in the three projects are the following: 
- How does an agent model others agents with its own skills and competencies? 
- When does an agent learn skills or abilities? 
- When and how does an agent use learning skills to interact with others? 

3 SYSTEMION, Agents which learn and mutate 

In § 2 we have discussed different experiments to implement cognitive agents as agents 
that learn (like Actors or LANCA). In the following, we propose a new paradigm for 
agents that mutate using learning mechanism : the Systemions. Such agents must include 
determinist and rational mechanisms to support their cognitive and emergent behavior in 
learning situation. 

3.1 Principles of learning mechanisms 

3 .1.1 Determinism 

Determinism assumes that introduction of new technology in organiz.ation, has 
predictable unidirectional consequences on human behavior. Experimental issues (§ 
2.1.2), suggest us to adopt a "soft" definition of determinism: combining technology 
advances with issues emerging from social interaction in a softer approach. The 
production of emergent phenomena is taken to be a characteristic of the self-organiz.ation. 

3.1.2 Rationality 

Considering a learning environment as a conceptual high-level structure we can 
supply the system knowledge with goals, and available actions, and the ability of 
predicting its own behavior based on the principle of rationality. The individual 
perspective on rational actors was sketched in the described model of actors 
(§ 2.1.1) as an approach which accommodates such learning, modeling and analysis. 

3.1.3 Emergence 

Combining determinism and emergence tends to focus on the concept of an emerging 
phenomenon viewed through a collective learning environment for agents. The 
following does not really focus on a mechanistic simulation of emergence by rational 
agents but instead, how to model social learning via a new type of agent. 

3.2 Systemion architecture 

A Systemion ( contraction for 'systemic daemon'), is a simple and experimental software 
agent model integrating two unique properties of the living systems: replication and 
evolution. Replication allows a systemion to create locally or from a distance a clone of 
itself. Evolution from generation to generation occurs by systemions adapting themselves 
to context changes; each systemion integrate a mechanism which self-modify its behavior. 
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These important systemic properties distinguish them from classic systems, they are open 
to the external world, exchange items with the environment, integrate both internal 
structuring and non structuring elements (interactions of these different elements neither 
killing nor stopping the entity). In the same way, a systemion has an internal architecture 
whose some elements can dynamically subtracted, added, modified or inhibited on time. 

3.2.1 Internal architecture 

Inherited from the Actors paradigm, the general architecture of systemions is distnbuted 
in three layers where genotypes inheritance, adaptability and context contingencies are 
respectively similar to the Reactive, Control and Cognitive layers. The structure is 
composed of two subsystems: a functional and a behavioral subsystem. 

Genotypes, ---->• Rational Agent 
Inheritance 

___,._ __ Adaptability --->• "Soft" Determinisn 

n/s.,_ __ < Context 
' contingencies 

----;>• Emergence 

Fig 3 : Three level architecture for Systemions 

The functional sub-system (Fig. 4) implements what is relative to the achievement of the 
function assigned to a Systemion. This function can change during the Systemion lifecycle 
and constitutes the most flexible part of the Systemion. The basic element of the 
functional sub-system is the code segment. 

The behavioral sub-system implements independent characteristics of the current function 
assigned to a systemion, such as the ability of replication, the mobility or the maintenance 
of the systemion identity. The basic element of the behavioral subsystem is the Attribute. 

3.2.2 Definition of attributes 

From the previous experiments described in§ 2 (Actors, LANCA & SERAC), we have 
selected the following criteria to model cognitive agents: 

1- Autonomy: autonomous agents interact by messages ( delegation mechanism), 
2- Delegation: a specified task or sub-task is delegated to an dedicated agent, 
3- Context: environment in which the agent can operate (implicit or bounded domain), 
4- Predictability (determinism) : its behavior is based on principle ofrationality, 
5- Complexity: agents can't learn by reactivity only (as deliberative agent), 
6- Specificity: it is specifically tailored for a given task or mission. 

The next additive properties are specific to Systemions : 
7- Evolution, 
8- Learning (with emergence), 
9- Mutation / adaptation in the sense of artificial life. 

Thereby, supplied with an evolution mechanism, Systemions are sometimes : 
- functionally well-determined agents (i.e., fulfilled with #1 to #6 attributes) 
- functionally undetermined agents (i.e., soft determinism assumed by #7 to #9 attributes). 
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3.2.3 Learning 

The learning mechanism is an inherent characteristic of a Systemion; it is implemented 
with a genetic algorithm as "Anytime Learning". A model possibly identified at a given 
moment, may be no longer accurate in a while since the main characteristics of the 
environment and of the agent may change. So Systemions, faced to unexpected context 
have no more alternative than migrate (mobility) into a new site or adapt itself (mutation). 

3.3 SYSTEMION "Life Cycle" 

Life-cycle in systemions is supported by a reproduction system. Father's lineage of 
systemions has a variable but limited life time. It disappears when a derived Child's 
lineage is able to assume all current father's tasks with more efficiency. 

3.3. l - Basic operations 

Identical 
with credit life 

Same 
site 

DEATH 
Self Garbage 

collector 

..,._.....,._,..,: .. ,,,11 ........... [;J. i. 

Laming 

Mul.allt 

Fig. 4 : Complete "life Cycle" ofSystemions 
3.3.2 - Main features: 

New Father 

Mnhll, 

Embedded 
algorithm 
Context 

Systemion 
instance 

Mobility, allows a systemion to migrate to others sites, Replication and mutation 
produce new generations of systemions (using genetic algorithm or/and copying code 
segments). Informational elements in systemion instances describe how knowledge is 
symbolized / formalized (i.e. as First Class Function in Scheme - FCF). 
When the reproduction system runs, each systemion can check in time whether the new 
adopted behavior matches or not the assigned goal, in order to increase the efficiency by 
specifying more and more its own competency by learning. 
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In this simplified proposal, the reproduction process is monitored and updated just using 
two parameters: replication frequency and learning rate. Moreover, the complete learning 
system is more sophisticated; the algorithm insures that the best lines of children are 
selected, by evolving a population of systemions. This requires the evaluation of a lot of 
genotypes, each one representing a given level of competency to be acquired by a 
systemion; thus, each inferred competency level should be continuously assessed (for 
example, by implicit evaluation in Scheme of the threshold of each affected variable). 

3.3.3 - General algorithm 

In the general algorithm for learning the two parameters for self-supervised learning are : 
- Adaptive Threshold (AT.) fixed to s, estimated by the affunction. 
- Learning Rate, specif: classify specificity for each frame of selector according to a goal. 

The process runs on three steps : 
1- Parent-line reproduction for a "lineage" is started for n steps. 
2- at each step crossing over is performed: 

2.1 - Adaptive Function af for step x is returned 
if af (x) ~ s then a child-line reproduction is at step x for n' steps. 

2.2 - ifspecif increase (i.e. number of* decrease) then n<-n+ 1. 
3- ifx ~ n+l and af (x) < s then the line of parents dies ............ and so one .... . 

In fact, systemions uses four functional properties for learning and muting : 
Cloning (replication only) => precondition : Cloning (if af (x) = 0 and specif = 0) 
Supervised Cloning=> precondition : S-Cloning (if af (x) ~ s and specif = 0) 
Mutation (replication+evolution) => precondition : Mutation (if af (x) ~ s and specif > 0) 
Mobility=> Cloning (if af (x) = 0 and specif = 0) but with changing context( af & specif) 

4 Conclusion & future work 

According to various definitions of cognitive agents, we have selected four basic 
properties to characterize Systemions from other agents : Autonomy, Mobility, Learning 
and Mutation. Each class of basic property is developed separately and then currently 
integrated into successive prototypes of systemions. 
Clearly, mutation seems for us the most significant capacity and an important effort has 
been done to design and improve this embedded mechanism in Systemion. Achievement 
of other functionality mostly calls on packages improved from two public systems Aglets 
[Meita, 97] and Agent-Tel [Gray, 96]. Furthermore, to allow more autonomy in 
distributed applications, Systernions support real-time generation of direct run-time code 
(interpretable) on a local or distant machine. 
As a first result, many of Systemion's unique features, such as security, are not yet fully 
implemented. But, it is clear to us that the basic engineering problems raised by 
Systernion's design have already been solved, and we have an exact appraisal of how 
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many are still under investigation. As the two agent systems we have used and developed 
before, -Actors, LANCA-, Systemion seems to hold the most promise for the future. 
Systemions have been applied on a concrete case (Agro-Systems [Millet, 98]), with 
different, and more or less efficient learning algorithms and with software environments 
and we prepare currently two tests in real world experiments, one in the area of 
management of health and the other in aeronautic operations and maintenance. 
All in all, we feel that this work will result in a new and technical and theoretical 
framework based on Systemions to study and develop ITS environments ( conceptual 
methods and models) on the three levels: reactive (rational), adaptive (determinist) and 
cognitive (emergent). 
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Abstract 
This approach presents a possible solution to the stability-plasticity dilemma in 
incremental neural networks with a local insertion criterion. The main advantages are i) 
the capability of life-long learning, i.e., learning throughout the entire lifetime of a neural 
network, ii) stability in a stationary environment and iii) plasticity in a non-stationary 
environment, but only if the current knowlege does not fit the need of the task. 
Thus, the network structures its internal representation not like a copy of the environment 
but in order to fulfill the current task. 
Keywords: Life-long learning, stability-plasticity dilemma, incremental neural 

networks, Growing Neural Gas, Dynamic Cell Structures 

1 Introduction 

Learning is one of the main issues of artificial neural network design. It describes a 
mechanism by which a system obtains a representation of its environment. Recent 
research addresses the topic of on-line learning, incremental learning and life-long 
learning, which all discuss the same problem but emphasize different aspects. The 
necessity for on-line learning, in which the couplings of the network are updated after the 
presentation of each example, arises if not all training patterns are available all the time 
(Freeman and Saad, 1997; Heskes and Kappen, 1993). Most publications referring to on
line learning focus on the role of the learning rule and the convergence of the learning 
process, but stop learning when a performance criterion is reached. For systems, like 
robots, which are faced with patterns during their entire lifetime, studying on-line learning 
in contexts such as a changing environment (Heskes and Kappen, 1993) encounters the 
problems of stability and plasticity. Incremental learning addresses the ability of 
repeatedly training a network with new data, without destroying the old prototype pattern. 
Life-long learning, or also called continuous learning, emphasizes learning throughout the 
entire life-time and has to cope with changing environments and overlapping decision 
areas. It is not sufficient to only follow a non-stationary input distribution like (Fritzke, 
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1997), life-long learning has to solve the stability-plasticity dilemma, which demands the 
adaption to new patterns and the preservation of old patterns. 
Networks with a local or distributed representation of knowledge appear to be good 
candidates for life-long learning scenarios. One type of a local representation of 
knowledge utilized in recent literature of on-line learning are RBF's (Freeman and Saad, 
1997) or similar networks (Gaussier and Zrehen, 1994). Nevertheless, they have a fixed 
number of nodes which has to be determined by the designer. 
Incremental networks have the advantage that the number of nodes is also a result of. 
learning by doing. The most important question in life-long learning incremental networks 
concerns the rule of insertion. ART networks, like FAM (Carpenter et al., 1992) insert 
new nodes based on a similarity measure. Other families of incremental networks use an 
error measure to insert new nodes. They can be subdivided into local error based insertion 
rules like Growing Cell Structures (GCS) (Fritzke, 1994), Growing Neural Gas (GNG) 
(Fritzke, 1995), Dynamic Cell Structures (DCS) (Bruske and Sommer, 1995) and global 
error based insertion rules like Cascade-Correlation (Fahlman and Lebiere, 1989). 
Inserting new nodes solely depending on the similarity of the input pattern leads to a 
purely sensor-based representation, which does not reflect the requirements of further 
processing stages. In contrast, an error-based insertion adapts the representation depending 
on the task and therefore leads to a task-based representation (Hamker and Gross, 1997). 
Compared to a global insertion criterion, a local criterion has the important advantage that 
insertion can be controlled locally. Summarizing, incremental networks with a local error 
based insertion rule are optimal candidates for life-long learning- but only if the insertion 
of new nodes can be managed properly. 

2 General approach 

On the one hand, incremental networks are not allowed to grow permanently. On the other 
hand, growing is an important feature to decrease the error of the net for the task and to 
adapt to changing environments. According to Grossberg (Grossberg, 1988) a switching
off of plasticity is a problem in nonstationary environments. But for the type of 
incremental networks with a local error based insertion rule, like GCS, GNG and DCS, an 
error-based learning of the insertion parameters is proposed to dynamically and locally 
control the stability and plasticity in the network. For this reason, each node not only owns 
an averaged longterm error counter, it is also equipped with an insertion threshold and an 
averaged longterm error counter at the moment of the last insertion (insertion error). The 
learning of the insertion parameter can be explained by an insertion evaluation cycle 
(Figure 1 ). By adaptation of an insertion threshold based on the evaluation of previous 
insertions, the network learns locally when it is useful to insert further nodes or to stop 
insertion. 
The definition of the error counters as averaged error counters similar to (Ahrns et al., 
1995) leads to an error measure that is independent of the input probability density in 
contrast to the error measure in (Fritzke, 1994; Fritzke, 1995; Bruske and Sommer, 1995). 
It has the advantage that the error is independent of the input probability density, which is 
important for life-long learning. 

66 



Fig. 1. Insertion evaluation cycle. The average long time error 'L of the task is compared to the error at the 
moment of the last insertion , 1. If this error is greater or equal, the insertion was not successful and the 
insertion threshold 'h is increased. If the threshold reaches the average long time error, a further insertion at 
that location is not possible. To permit exploration in the future, the threshold can be decreased with a large 
time constant. 

Another aspect concerns the adaptivity of the nodes. In (Ahrns et al., 1995), an error
modulated Kohonen type learning rule was used to achieve a uniform approximation error 
independent of the input probability density. Here, the modulation depends on the ratio of 
the average long time error and the average short time error and aims at reducing 
fluctuations when the input probability does not change any more. This means a node 
learns more, if the input probability changes and new errors occur. 
Furthermore, a deletion criterion is introduced to remove redundant nodes. Candidates for 
deletion are located nearby in the input space and are responsible for similar outputs. For 
tasks with real-time demands the deletion criterion allows to restrict the number of nodes 
to an upper bound: By a simultaneous insertion of a new node and the deletion of the 
"worst" node, the nodes of the network are optimally fitted for static as well as for 
changing environments. 
Interestingly, learning and insertion in the Life-long Learning Growing Neural Gas 
(LLGNG) shows similarities to the reward-based control of the plasticity of activated 
Hebbian synapses in biology. While the reward is usually delayed, the ratio of the average 
long time error and the average short time error reflects very well changes of the expected 
error i.e., the average long time error. Similarly, the insertion of new nodes depends on the 
difference between the predicted error, i.e., the insertion threshold and the actual error, i.e. 
the average long time error. The basic rule oflearning behind learning and insertion in the 
LLGNG is that 'organisms only learn when events violate their expectations', previously 
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assumed by (Rescorla and Wagner, 1972). 
The method, how an error measure is derived from the task, is not essential for the basic 
structure of the algorithm. In case of error-feedback, which is addressed as an example 
here, the error can be determined by an inter-module supervision or an external teacher 
and the output weights can be adapted according to the delta rule, as in (Fritzke, 1994). In 
case of reinforcement learning, which is most interesting for autonomous agents, the error 
can be determined by the interaction with the world. 

3 Description of the basic algorithm 

Although the previous statements are valid for all incremental networks with a local error
based insertion rule, the algorithm of the LLGNG draws its origin from the GNG (Fritzke, 
1995) as well as the rather similar but independently developed DCS (Bruske and 
Sommer, 1995). This choice is underlined by the good results of the GNG in a benchmark 
on FAM, GCS and GNG in comparison to a MLP (Heinke and Harnker, 1998). 
Modifications in comparison to the GNG concern the local counters of each node (Figure 
2), the control ofleaming and insertion, and an explicit deletion criterion, which allows to 
steer the density of the nodes considering their output-weight similarity. The network 
consists of two layers. The input determines the representation layer, which is followed by 
an output or task layer. The representation layer is described by a graph G, in which the 
set of neighbors N; of a node i is defined by all nodes who share an edge with the node i. 

:3 Wid1h of the Gaussian: a \ 
Error counter: 

5 £l tL'tS ~ s .c s-0. .Q> .!2> E: ~ Q) Inherited error: ,, Cl) 0 3: 3: 
5 Insertion threshold: 'II 

5 
0. % £ 

Age (youth) : y 0 

Fig. 2. Node of the life-long GNG. Besides the width of the Gaussian each nodes owns a longtem error 
counter ' L• a shorttenn error counter rs, the inherited error at the moment of insertion ' " an insertion 
threshold ' h> and the youth of the node Y, which decreases exponentially with the time constant T r from one 
to zero when the node was best matching. Despite the inherited error, which remains fixed until the node is 
selected for insertion again, the error counters are defined as moving averages with their individual time 
constant. 

Adaptation of the representation layer 

• For all nodes i, calculate the Euclidian distanced; of the input x to the weight vector W ; 

and locate the best matching unit band the second bests (equal to (Fritzke, 1995 )): 

min ( ) d, . iEG,i,; b di ; 't/iEG 

• Calculate the activation of all nodes Y; with a Gaussian function (Fritzke, 1994)): 
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Y, . e 
2 ., 

VieG 

• Determine the quality measure for learning Ji-- of the best node band its neighbors cENh: 
L 'fS(blc) ' } 

B(blc) • 
'f L(6/c) ' l 

• Determine the input learning rate 11 ; of the best node and its neighbors from the quality 
measure If, the youth Y, the learning rate of the winner 11 b and the neighbors 11 n and the 
input adaptation threshold ft ;L: 

I { O if 
'I (6/c) • 'I (6/o) if 

I& ;6/c). 'I (6/o) else 

I 
1&(6/c)-< O 

I 
1& <•1c> >- 1 

I 
I& (6/c) • 

L 
Bible) -- . 
1. c~ 

and allow a minimal learning rate of the input weights determined by CM : 

• Increase matching for band its neighbors cENb (similar to (Fritzke, 1995)): 
I' 

4Wb . 'lb(x - w.) 
I ' 

4 w , . 'I .(x - w ,) Vee N 6 

Insertion and deletion of nodes in the representation layer 

After ).. ·nN steps: 
• Determine the quality measure for insertion B1 considering the insertion tolerance D;"': 

VieG 

• Find node q and its neighborffor insertion, if the following criterion is fulfilled: 

Vie G 

If q andf exist: 
► Delete the edge between q and/, insert a new node r, and connect r with q andf The 

weights w,, w ,°"' and the counters 't s,, 't w •.,,. and 't 1, are determined by the 
arithmetical average of the weights and error counters of q and f. 

► If 
Vie{q,f,r} 

the last insertion was not successful. Thus, adapt the moving insertion threshold: 

69 



► Determine the new inherited error -r I of q and f 
Vie {q,f,r} 

• Check the deletion criteria considering a minimal age i) t1eir and find node d, whose 
criterion K is lower than the deletion threshold {)d,t: 

with 
liw1 --;;; 

K4.,J • -_- • /iw1 
I 

VieG 

the local similarity of the input weights: 

- I 't"' /iw 1 • --L.- lw,- w11 
IN,1 1.N, 

the average similarity of the input weights: 

and the local similarity of the output weights: 

-:--;,;; _I_ 't"' I ••• •••1 ,..w1 • L,_ W 1 - WJ 

IN,l 1•N, 

Adaptation of the output layer 

• In case of the error-driven example discussed here, determine the squared error. 

E1a,l~) :. E •flla,.,i(X) • IC - 012 

'""' 
• Determine the local output learning rates from the quality measure Ji-, the youth Y, the 

output adaptatio{n ra:e fl~and t:;"otput adaptation threshold {}
0
L: 

• B/ 
TJ; - TJ

0 
if a; ► l a, - --. - Y, - 1 VieG 

o } . ~L 
a 1 • TJ 

O 
else 

• Adapt the weights of the nodes j of the output layer: 

'v'je{l...m}, 'v' ieG 

Adaptation of the counters and edges of nodes in the representation layer 

• Adapt the long time error counter rL and the short time error counter r5 for the winner 
b with the time constant T and the error of the task: 
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I I -- --
T(L/S) . (l T(LIS)). ( ) 

"t (LIS)b ;. e "t (LIS)b. - e E talk X 

• Decrease the youth Yofthe best node b: 

• Compared to (Hamker and Gross, 1997) an advanced criterion for the decrease of the 
insertion threshold r: ~ is presented. It talces the changes of the errors into account and 
reduces the insertion threshold only, if the distribution of the data changes: 

• Adapt the edges as follows ( equal to (Fritzke, 1995)): 

► Increase all edges emanating from b by one. 

if 

if 
if 
else 

x~o 
X >- I 

► Set the age of the edge between bands to zero. If no edge between bands exists, 
create a new one. 

► Remove all edges older than f1 age· 

► Remove all nodes without an edge. 

4 Results 

For a demonstration of the above ideas, we previously perfonned simulations oflife-long 
error-feedback learning on an open data set containing overlaps but without changes in the 
environment. Results presented in (Hamker, Gross, 1997) showed that the network 
stabilizes and although due to overlapping classes a pennanent error occurs, no further 
insertion takes place. Furthermore, it was shown that in case of a changing environment, 
the network structure remains adaptive to insert new nodes and to change the weights. 
Here, we will focus on the internal dynamics of the algorithm in a changing environment. 
Mathematically speaking, a changing environment corresponds to a time-dependent input 
probability (Heskes and Kappen, 1993). For illustration purposes the 2D artificial data set 
in Figure 3 is chosen. 
Figure 4 shows the behavior of the algorithm. In the first 20000 steps the input contains 
two awfully overlapping classes which cause a high error (b).Nevertheless after 20000 
steps, the algorithm has learned by increasing its insertion threshold ( c) that a further 
insertion does not improve the squared error and stabilizes, as can be seen in ( d), and the 
amount of nodes. Now the environment changes, new errors occur and the algorithm tries 
to minimize them by changing its weights and inserting new nodes. Although the 
environment gets much easier, there is still an unsolvable overlapping between the ellipse 
and the line that would cause a further insertion of nodes. By increasing the insertion 
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Class Region Environment (probability) 

A B C 
l 2 3 4 

A I Rectangle l I 0 I 
B I Line I I I 0 
C 2 Ellipse 0 I l I 

D,E D 3 Circle l 0 0 0 
E 2 Circle I I l 0 

Fig. 3. Changing environment based on five areas (A-E). The environment changes from 1-6 after 
every 20000 steps. The two regions D and E are completely overlapped and the class l of the line 
has an overlap with class 2 of the ellipse. The used parameters are 11 b = O. l; 11 n = 0.0 l; 11

0 
= 0.1 S; 

11,,= 0.5; Ts= 20; TL = Ty= T,, = 100; ..l = 10; fiage = SO; b'L = 0.05; b 0
L = -0.05; b,,., = 0.1; od,/ = 

0.05; fit1,1r= 0.01. 

threshold ( c) of the relevant nodes, the algorithm learns to stop insertion in the 
overlapping areas. At least after 40000 steps it has adopted to the environment that no 
further learning is needed ( d). If the probability changes in some regions to zero, like in 
the environment from 40000 to 60000 steps, those remaining nodes, often called "dead 
nodes", play a major role in life-long learning. They are in no way "dead nodes", instead 
they preserve the knowledge of previous situations for future decisions. If the old 
prototype patterns were removed, the knowledge would be lost and the same, already 
learned situations will again cause errors. Due to a further insertion at the overlapping, 
still a bit learning takes place (d).In the environment from 60000 to 80000 steps, most of 
the neurons remain at their positions. Since the environment shows no overlappings the 
error dereases to zero. 
Sumarizing, the algorithm is able to cope with all life-long learning scenarios, like 
overlaps, never seen inputs and temporarily not appearing inputs. 

5 Conclusion 

A life-long learning incremental neural network was presented to coordinate insertion and 
learning. On an abstract level, it demonstrates a biologically feasible selective 
modification of plasticity induced by a "global teacher" signal. 
The experiments show that the network can learn to stop insertion in regions where the 
error can not be decreased. Furthermore, in changing environments the network remains 
stable for old prototype patterns and adaptive for new or different patterns. The neural 
network neither freezes by any decaying parameters nor switches between different 
learning modes, instead it is able to learn continuously by evaluating its own insertions. 
The results obtained indicate a good performance and are a promising step towards life
long learning in neural networks. A performance evaluation on real data shows (Harnker, 
1998). 
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Fig 4. From left to right: internal parameters of every node before changing the environment 
(20000 steps). From the top to the bottom the: a) input weights, b) longterm error •L c) insertion 
threshold • 0 d) learning parameter a 1, the amount of nodes, and the errors are shown. 
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