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The formulations of the undecidability of the Halting Problem assume that the com­
puting process being observed, the description of which is given on the input of the 
'observing ' Turing Machine, is the exact copy of the computing process running in 
the observing Turing Machine itself (Cantor 's diagonal argument). By this way an 
analogue of stationary state in thermodynamic sense or an infinite cycle in comput­
ing sense is created, shielding now what is to be possibly discovered - the infinite 
cycle in the observed computing process for a 'normal' input. This shield is the real 
result of Cantor's diagonal argument which has been used for solving the Halting 
Problem. We believe that it is possible to recognize the infinite cycle, but with a 
time delay or staging in evaluating the trace of the observed computing process. 
Furthermore, the control unit of any Turing Machine is a finite automaton. Both 
these facts enable that the Pumping Lemma in the observing Turing Machine is 
usable and the general configuration types are constructed for the observed Turing 
Machine. This enables (in finite time) us (the observing Turing Machine) to recog­
nize that the computing process in the observed Turing machine has entered into 
an infinite cycle. These ideas differ from Cantor 's diagonal argument. 

Keywords: Heat and Information Entropy, Observation, Carnot Cycle, Informa­
tion Channel, Turing Machine, Infinite Cycle. 

1. Introduction 

The formulations of the undecidability of the Halting Problem assume that the 
computing process being observed, the description of which is given on the input of 
the 'observing' Turing Machine, is the exact copy of the computing process running 
in the observing machine itself (Cantor's diagonal argument in Minski's proof [9]). 
By this way the Auto-Reference or an infinite cycle in computing sense or the 
Self-Observation in information sense or an analogue of stationary (equilibrium) 
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state in physical (thermodynamic) sense is created, shielding now what is to be 
possibly discovered - the infinite cycle in the observed computing process for a 
'normal' input. This shield is the real result of Cantor's diagonal argument which 
has been used for solving the Halting Problem [9]. However, this shield is, also, a 
certain image of the sought-after possible infinite cycle. This shield could be, in 
the thermodynamic point of view, ceased or ended when the performance of the 
Perpetuum Mobile functionality was possible1 , or by the external activity, by a 
'step-aside'. This situation is recognizable and as such decidable. 
Thus, we show that it is possible to recognize the infinite cycle, but with a time delay 
or staging in evaluating the trace2 of the observed computing process.3 The trace is a 
message both about the input data and about the structure of the computing process 
being observed. In this phase the observing Turing Machine (we ourselves) is giving 
the question: "Is there an infinite cycle?" Following the trace the observing machine 
gains the answer. In our case, the trace is a recorded sequence of configurations 
of the observed Turing Machine. These configurations can be simplified to their 
general configuration types, creating now a word of a regular language. Furthermore, 
the control unit of any Turing Machine is a finite automaton. Both these facts enable 
the Pumping Lemma in the observing Turing Machine to be usable. In accordance 
with the Pumping Lemma, we know (the observing Turing Machine knows) that 
certain general configuration types must be periodically repeated in the case of the 
infinite length of their regular language. This fact enables us (the observing Turing 
Machine) to decide that the observed computing process has entered into an infinite 
cycle. This event is performed in a finite time and is, by this way, recognizable in 
finite time too. The method of staging of the observed process will be used. 
When the described method is used, to any given computing process, it becomes 
an instance of observation. By application to 'itself' it becomes a higher instance 
of observation, now observing the trace of its previous instances. This sequence of 
ideas differs from Cantor 's diagonal argument. 

2. Notion of Turing Computing 

Turing Ma chine (I'M) is driven by a program which is interpreted by its Control 
Unit (CUrM)- The Control Unit CUrM is a finite automaton (Mealy's or Moore's 
sequential machine) . The program for the TM consists of the finite sequence rj of 

instructions 7J[ •l, 

rj = (1Jq)!~ = [(si, xk, si, Ye, D)q]~~~' lril EN 

Each of these instructions describes an overwriting rule of a regular grammar, 

s; ----t (xk , Yi, D)sj 

1When, e.g., the equation x = x + 1 would be solvable. 

(1) 

(2) 

2The listing, the cross-references and the memory dump in the language of programmers. 
3Instead of the time delay the staging is usable, running a longer time in each its repetition. 
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performed in the given step (time, moment) p, p EN, of the TM's activity; 
• s; is the i-th non-terminal symbol of the regular grammar, or, respectively, it is 
a status of the CUrM within the actual step p EN of the TM's activity, 
• X k is an input terminal symbol being read from the input-output tape of the TM 
within the actual step p of the T M's activity, 

• Yl is an output terminal symbol by which the CUrM overwrites the symbol Xk 

which has been read (in the actual step p of the TM's activity) , 
• s1 is the successive status of the CUrM, given by the instruction for the following 
step p + l of the T M's activity. 
Within the actual step p of the T M 's activity the CU TM is changing its status to s1 
[this change is based on the status si and the symbol Xk has been read (si ~ s 1)], 

and is performing the transformation 

(3) 

on the scanned (actual) position of the input-output tape, 
• D determines the moving direction of the read-write head of the CUrM after the 
symbol y1 has been recorded [in the status s1P (s1P denotes s1 for the step p) used 

further as the following one, Sjp ~rsip+il, DE {L, R}. 
The value L or R of the symbol D determines the left slip or the right slip from 
the actual position on the input-output tape to its (left or right) neighbor after the 
transformation Xk to YI has been performed. 
The oriented edge of the transition graph of the CUrM (the finite automaton) is 

described by the symbol s/xk~ D) s1. The TM's activity generates a sequence of 
the instructions having been performed in steps p, [(s.;p, Xkp, Sjp, Ylp, Dp)J::~ias,, 

(4) 

(the edge of the oriented transition graph of the CUrM in the step p), by which 
the computing process (Jt) has gone through (from the first step p = l till, for this 
while, the last step p = Plast of the T M 's activity). They are also the overwriting 
rules of the regular grammar, being performed within each step p, p 2::: 1, 

(5) 

By this way a regular language of the words (xkp , y1P , Dp) or, respectively, a regular 
language of the instructions (sip, x kp , Sjp, Yip , Dp) having been performed is defined. 
This second regular language is decribable by the rules ( of a regular grammar) 

(6) 

being applicated in each step p 2::: 1 of the T M 's activity. Thus, this language is to 
be acceptable by a certain finite automaton with n states S[·l· 
When this language is infinite4 (the infinite chain of instruction of finite length), 

4Better said, having the arbitrary (but finite) length. 
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such its word 

(7) 

of the length L exists that for that finite automaton [with n states Sr·l and the tran­
sition rules (4) or {6)] the Pumping Lemma /10, 11] is valid 

n :S L < 2n 

3. Notion of Auto-Reference 

3.1 Auto-Reference in Information Transfer, Self-Observation 

In any information transfer channel JC the channel equation 

H(X) - H(XjY) = H(Y) - H(YIX) 

(8) 

(9) 

is valid [13] . This equation describes the mutual relations among information en­
tropies [(average) information amounts] in the channel JC . 

The quantities H(X), H(Y) , H(XIY) and H(YjX) are the input, the output, the 
loss and the noise ( diturbant) entropy. 

The difference H(X)-H(XjY) or the difference H(Y)-H(YjX) defines the transin­
formation T(X; Y) or the transinformation T(Y ; X) respectively, 

H(X) - H(XjY) ~ T(X; Y) = T(Y; X) ~ H(Y) - H(YIX) 

When the channel JC transfers the information (entropy) H(X), but now just at 
the value of the entropy H(XjY) , H(X) = H(XIY) , then, necessarily, must be valid 

T(X; Y) = 0 [= H(Y) - H(YjX)] (11) 

• For H(YjX) = 0, we have T(X; Y) = H(Y) = 0. 

• For H(YjX) =/- 0 we have H(Y) = H(YjX) =/- 0 

In both these two cases the channel JC operates as the interrupted {with the absolute 
noise) and the output H(Y) is without any relation to the input H(X) and, also, it 
doesn't relate to the structure of JC. This structure is expressed by the value of the 
quantity H(XjY). We assume, for the simplicity, that H(YIX) = 0. 
From the (9)-(11) follows that the channel JC can't transfer (within the same step 
p of its transfer process) such an information which describes its inner structure 
and, thus, it can't transfer - observe ( copy, measure) itself. It is valid both for 
the concrete information value and for the average information value as well. 

Any channel JC can't transfer its own states considered as the input messages {within 
the same steps p). Such an attempt is the information analogy for the Auto­
Reference known from Logics and Computing Theory. Thus a certain 'step-aside' 
leading to a not zero tranfer output, H(Y) = H(X) - H(XjY) > 0, is needed. 
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3.2 Auto-Reference in Thermodynamics - Stationarity 

The transfer process running in an information transfer channel K, is possible to be 
comprehended (modeled or, even, constructed) as the direct Carnot Cycle CJ [2, 3]. 
The relation CJ Sc! K, is postulated. Further, we can imagine its observing method, 
equivalent to its 'mirror' CJ'~ K,,'. This mirror CJ' is, at this case, the direct Carnot 
Cycle CJ as for its structure, but functionning in the indirect, reverse mode [2, 3]. 
Let us connect them together to a combined heat cycle 00' in such a way that 
the mirror (the reverse cycle CJ') is gaining the message about the structure of the 
direct cycle CJ. This message is (carrying) the information H(XIY) about the struc­
ture of the transformation (transfer) process (CJ~ K,) being 'observed'. The mirror 
CJ'~ K,' is gaining this information H(XIY) on its disturbant 'input' H(Y'IX'), 
[while H(X') = H(Y) is its input). 

The quantities b.Qw , b.A and 6.Q0 or the quantities b.Q'w, b.A' and 6.Q'0 respec­
tively, define the information entropies of the information transfer realized ( ther­
modynamically) by the direct Carnot Cycle or by the reverse Carnot Cycle ( the 
mirror) respectively (the combined cycle CJ()' is created) , 

H(X) = b.Qw 
kTw ' 

resp. H (Y') = b.Q' w 
kT'w 

(12) 

H(Y) = 6.A 
kTw ' 

resp. H(X') = b.A' 
kT'w 

H(XIY) = t~, resp. H(Y'IX') = b.Q'o 
kT'w 

Our aim is to gain the not zero output mechanical work b.A * of the combined heat 
b.A* 

cycle ()CJ', b.A* > 0. We want gain not zero information H *(Y*) = kTw > 0. 

To achieve this aim, for the efficiencies 1Jmax and rJ' max of the both connected cycles 
CJ and CJ' (with the working temperatures Tw = T'w and T0 = T'0 , Tw2:To > 0) 
it must be valid that rJmax > rJ'max i we want the validity of the relation5 

b.*A = b.A- b.'A > 0 [b.A' = b.Q'w - 6.Q'ol (13) 

When b.Qo = b.Q'0 [6.Q'0 = (1 - TJ1max) · b.Q'w, b.Qo = (1 - rJmax ) · b.Qw] should 
be valid, then b.Q'w < b.Qw [<= (TJmax > ry'max)] and thus it should be valid that 

b.A * = b.Qw · T/max - b.Q' wrl max = b.Qw - b.Q' w > 0 (14) 

Thus the output work b.A* > 0 should be genarated by the direct change of this heat 
b.Qw -6.Q' w but within a cycle CJ()'. For '17max < 1]

1 max the same heat b.Qw -6.Q' w 
should be pumped from T0 to Tw without any compensation by a mechanical work. 
Our combined machine 00' should be the I I. Perpetuum Mobile in both two cases. 

5We follow the proof of physical and thus logical impossibility of the construction and function­
ality of the Perpetuum Mobile of the II. and, equavalently [3], of the I . type. 
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Thus TJmax = TJ'max must be valid (the heater and the cooler are common). 

The whole amount of the information entropy, within that environment in which 
our combined machine 00' (TJmax = TJ'max) is running, changes by the zero value 

H*(Y*) = ti = H(X) · T/max -H(Y') · T/
1
max = H(X) · (TJmax -TJmax )= 0 (15) 

Thus, the observation of the observed process O by the observing reverse process 
0' with the same structure (by itself), or the Self-Observation, is impossible in 
a physical sense, and, consequntly, in a logical sense too (the Auto-Reference in 
computing.) 

Nevertheless, the construction of the Auto-Reference is describable and, 
as such, is recognizible, decidible just as a construction sui generis. It 
leads, necessarily, to the requirement of the I I. Perpetuum Mobile functionality 
when the requirement (13) and (14) sustains. 

In the Auto-Reference case, the whole combined machine 00' is a system in the 
equilibrium status. For this status we can introduce the term ( quasi)stationary 
status in which the (infinitesimal) part of heat is circulating. Any round of this 
circulation is lasting the time interval D.t; infinite, D.t - oo, for not ideal model, 
or, finite, D.t < oo, when the ideal model is used; then the part of heat is not to be 
the infinitesimal . With the exception of the I I. Perpetuum Mobile functionality of 
this combined machine, which is not possible, see (13) and (14) , only the opening 
the system and an external activity, a certain 'step-aside' between the cycles 0 
and O', moves it away (prevent it) from this status. 

Nevertheless, we want gain the information (about) H(XIY) about the structure of 
the observed O (the transfer channel K), we want the not zero value D.A*, the not 

· " · H*(Y*) f).A* 0 zero m1ormat1on = kT w > . 
Then, necessarily, the mirror, the reverse Carnot Cycle O' ( the transfer channel 
K,') is to be constructed with that 'step-aside' ( excluding that stationarity) from 
the observed O ~ K. The 'step-aside' of the observing process O from the observed 
process O' now we mean to be realized by the difference T w -T' w > 0. Now, within 
this thermodynamic point of view, it is valid that D.A' < D.A for To = T' o, 

AA' I ( To ) I\Q T'w ( To ) u = D.Q w · l - - = u w · - · l - -
T'w Tw T'w ' 

T
I I':, 
w = To· (16) 

Then, for the whole information amount D.k A* of our combined cycle it is valid that 
Tw 

D.A* = H(Y')-H(Y')·/3* = H(Y') · (l - To•)= H(Y')· [1- H(XIY)] (17) 
kTw Tw H(X'IY') 
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The structure H(XIY) of the observed transfer (channel, process) 0 ~ K is measur­
able with the 'step-aside' only, created now by different temperatures (Tw > T'w) . 
The result is6 

ti > 0, [ti ~J [H(XIY)] > o] 
Following (13) , (14) and (15) the Auto-Reference arises just when 

Tw = T'w [⇒ H(Y) = O] 

4. Auto-Reference in Turing Computing 

(18) 

(19) 

Although any instruction of the Turing Machine TM describes one step of the 
computing process in this TM, it is considerable as a description { of one step) of an 
information transfer process running in a certain transfer channel K; we postulate 
the relation TM ~K. The computing process in the TM is, also, a transfer process 
in a channel K . For K ~O it is valid that TM ~O. 

In each step p> 1 of its activity, the TM ~ K is accepting its own configuration from 
the previous step p - 1 as its input, includes its contemporary status (si,, = Sj,,_i) 
and generates its status [si<»+i)l and the configuration for the next step p+ 1, etc.7 

Similar is valid for the configurations (denoted now by Xp and Yp), see further . 
For each p ~ 1 we consider the actual instances of the stochastic quantities8 X , Y , 

I::, t:,. I::, I::, 
X = Xp, Y = Yp; XIY = XplYp, YIX = Y,,IXp; Yp = Xp+1 (20) 

Xp!Xp+l ~ Xp h XpXp+l , Xp+1IXp ~ Xp+l h (XpXp+1)-1 

In any step p of the T M 's activity its own configurations (a; , Sp , 0:,) - members 

of the sequence - of the computing process K ~f [(a;, Sp , O:,)J;:1-- · , can be 
considered as follows; 

• let now the stochastic quantity Xp be realized by the chain 

-(a; , sp, 0:,) E T*xS x T *; p = 1, u1 = ~ a ~ = ( , sP = s0 (21) 

6We use, also, the output H(Y) of the measured process as its reaction to the input H(X) . 
The whole change of the information entropy, within the environment in which our combined cycle 
is running, is at the value 

H(X) · (1 - (3) - H(X) · (1 - (3 ) = H(X) · - · 1 - - > 0 , To ( T'w) 
T'w Tw 

7(s;,, Xk,, siv • Yt,, D,,)(~, s,,, t)--> (a;i1, s;,+1 , ~), see further. 
8 '~' now denotes the substring from the begin of the string. 
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• let now the stochastic quantity Yp be realized by the chain 

[~, Sp+), ~] E T*xS x T* (22) 

Then, the computing process in the TM ~ K is describable informationally,9 10 

H(Xv)=H(a7,, sp , e;) (23) H(X) 
6 -

H(Yp) = H[Xp+1l = H [~, Sp+1, ~]) H(Y) 
6 -

6 
H(XvlYp) = H[Xv1Xv+1l, H(YIX) = H(YvlXv) = H[Xv+ilXv] H(XIY) 

6 
= 

T(X;Y) 
6 

T(Xp; Yp) = H(Xp) - H[XplXp+1l 
H(a7,, Sp, e;) - H [(a7,, Sp, e;) I [~, Sp+l, ~]] 

T(Yp;Xv) = H(Xv+i) - H[Xv+ilXp] T(Y;X) 
6 -

= H [~, Sp+l, ~] - H[[~, Sp+l, ~JI (a7,, Sp, e;)J 

The Auto-Reference arises with the following description of the computing (transfer, 
observation) process when, e.g., for a certain p 2 p* 2 1, 

H(Xv) - H[XvlXv+iJ = 
H(Xv) 

H(Xp+1) = 

H(Xp+1) - H[Xp+ilXv], p 2 1 

H(XplXv+1); Xp = Xp~Xp+l, Xp+I = c 
H(Xv+ilXp), [H [Xp+1!Xv] = OJ 

(24) 

This way 'constructs' the TM 's infinite cycle from the point of a programmer view, 
Self-Observation in an information point of view and a stationary status from the 
thermodynamics point of view. 
In any case a 'step-aside' to gain something else than the zero output is required. 

By the 'step-aside' of the observing computing process from the observed computing 
process we mean a time delay between those two processes or, better said, a staging 
of the trace of the observed process. 

4.1 Halting Problem as Auto-Reference 

Now we are considering a certain TM ( the observed machine) being driven by a 

program rf and working with a certain input word r. Let this activity is described -by the word [d(T M)]. -Let us consider that the TM with the input word ~ -- halts, HALT TM, whether the word ( is accepted or rejected, 

HALT = {HALTAccept u HALTR,,ject} 
TM TM TM 

9The transitions are given by the 1/q, called by Xp; XplXp+l ----+ 1/q., [1/q;,1(Xp+t) = Xp] -
1071~1 (Xp+1) = Xp - comparison the structures of the Xp and the Xp+l (in XpjXp+1)-
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- does not halt , LOOP';M (the TM's infinite cycle) 

Let us construct the three new Turing Machines M1 , M2 and M3 as follows [9] 11 --• M 1 works with the input word [d(T M) * ~] in that way that 
- halts, HALTAccept 

M1 ' 

stops HALTReject 
' Mt ' 

HALTAccept -<= HALT 
M1 TM , 

HALTReject -<= LOOP00 

M1 TM (26) 

• M2 modifies the activitr 0£ the M 1 in that way, that the input word which is 

being worked with is [d(T M) * ( ] and 

- halts, HALTM, , 

- does not halt , LOOP':
2

, 

HALTM2 -<= LOOP';M [=} HALT~ject ] (27) 

LOOP':2 ~ HALT TM [=} HALT!~cept ] -• M3 is an 'extension' of the M2: it doubles its own input word [d(T M)] into --[d(T M) * d(T M)] and gives it to the input (of its sub-machine) M2 and 

- halts, HALT Ms, 

- does not halt , LOOP':s, 

HALT Ms = HALTM2 ~ LOOP';M [=} HALT~:a] 

LOOP':s = LOOP':
2

-{= HALT TM [=} HALT!~cept] -
(28) 

• But, when the machine M3 =TM accepts the description d(M3 ), thus it is valid --that d(M3) = d(TM) , then 

(29) 

HALT TM {:} LOOP';M 

This result (29) is the contradiction. It is the consequence of the Cantor's diagonal 
argument has been used carrying the Auto-Reference to the sequence of the machines 
(TM, M 1 , M 2 , M3), or, respectively, to the sequence 

(30) 

and is leading us to that opinion that the preposition about the decidabil­
ity of the Halting Problem (recognizing the LOOP';M state) is not right. 
In any given step p ~ l the machine TM is deciding about itself (it is working, 

11 Minsky's proof for the undecidability of the Halting Problem (Entscheidungsproblem type). 
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with the description of its own actual status), it is the channel 'transferring' its own 
structure, it is the Self-Observer. Thus it is in a stationary status in the thermody­
namic point of view. 

Within this point of view, we can envisage two identical, but reversed mutually, ideal 
Carnot Cycles connected together. In this sense, these two machine O and O' create 
the equilibrium system 00', in which we introduce the term stationary status. 
Within such a system the (infinitesimal} part of heat is circulating through the 
whole combined machine 00'. This fact let be now the thermodynamic model 
of the infinite cycle being started by the Self-Observation, by the Auto-reference 
action (29 ), {30}; one run is like an uninterruptible operation. -The recursive call of the function d(T M) ( of the machine TM) by the same function 

d('I'M) (by the machine TM) with the same argument [d('I'M) * d('I'M)J is now 

given. The Auto-Reference (29), (30) is then the generative function for the infinite 
sequences, nevertheless thought only, as the consequence of the stationarity concept, 

(TM, TM, .. . , TM, ... ) 
,6. 

(TMAtp);:l (31) = 
[d(TM) , d(TM) , ... , d(TM) , ... ] 

,6. 

[ld(T M)lAtp] :1 = 

[HALT';:'M, HALT';:'M, HALT';:'M, ... l 
,6. 

[(HALT';:'M)Atp]~l ... , = 
[LOOP';:'M, LOOP';:'M, LOOP';:'M , ... l ,6. 

[(LOOP';:'M)Atp];:l ... , = 

Within this time-expansion of the (29) or (30) [which possibility follows from the 
(quasi)stationarity concept] the envisage of the infinite cycle in the observed machine 

TM arises, based on its Self-Description [T] = [d('I'M)]. But, following the Auto­

Refernce construction, it 'runs' in the double-machine (TM, M 3 = TM) S:! 00'. 12 

The Auto-Reference step that is to solve the Halting Problem prooves, only, its 
own disusability for this aim; it creates just a certain image of what is to be 
possibly discovered - the infinite cycle in the form of the infinite constant time 
sequences [when the time expansion (31) for p2:l is considered]. 

As it is valid for any stationary status also this one can be ceased or can be 
excluded by an external action, by the 'step aside', by the staging as follows. 

5. Concept for Halting Problem 

We suppose that in the case of a computing process running in a TM its status 
LOOP';:'M (the infinite cycle) is decidable within the Observing Turing Machine 
(OTM) by using the TM's trace. By this trace, the machine OTM generates and 
controls the 'combined observing process ' for the process in the TM. 

12Generally, 00' can be reversible only. 
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We will show and use the fact, that certain regular sequences are generated. If they 
are infinite, they are, inevitably, periodical; as such, they are decidable languages 
for their infinity [l ]. 

We will use the alphabet of terminal symbols T = {I, B} and these structures: 

• (si , xk, s3, Y1, D) is the instruction 

• (tl , S[.J, p) is the configuration 

• ( c [ u , S[·l , p] c) is the configuration type 

Further, we introduce the general configuration type X; 

• X = (tt, S[·], p) ~ (Bo- , S[-], pB) . - -By this general configuration type the chains, e.g. BIBs[·]BIB are ment ,13 

- -BIBs[·JBIB = BBBBI I I I BBBBI I I I I BBBs[·JBBI I BBBI I I BBBB 

E (°&, S[-], p) 
The computing process in the observed TM generates the grammar of a regular lan­
guage of instructions and, also, of general types of configurations especially, infinite 
possibly, and thus cyclical. As such, they are decidable languages for their infinity. -These grammars are given by the initial input ~ , or , respectively, by the initial -configuration (c, s0 , ~) and, also, by the instructions T/q,, of the program rj, being 

13We consider the basic types of chains of the terminal symbols on the input-output T M 's tape, 

I 
6 I· 

' 
B 

6 B· ' 
Further types are 

IB ~ 

BI 
6 

.......... 
I B ; 

........... 
BI; 

.................. 

---; ..... ..... 
I = I, I = II, I = Ill .. . 

--+ --+ ~ 6 
B = B, B = BB, B = EBB, .. . , B = c 

--, -+ -+-+ -+--+ 
I B = IB , I B = IIB , I B = lll ... B 

--+---+ -+-+ 
I B = IBB, I B = IBBB ... 

............ 
I B = lll ... BBB ... 

-+-+ -+-+ -+--+ 
B I = BI, B I = BBI, B I = BBB .. .J 

-+-+ -+-+ 
BI = Bll, BI = BIII... 
---->----> 
BI = BBB ... lll ... 

IBI 6 
I BI = lll ... BBB .. . lll ... I 

6 ---+--->---+ 
BIB BIB= BBB .. .Ill ... BBB ... B 

IBB 
6 IB 

IBB D. 
IB , 

IIB 
D. 

IB 

JIB 
6 IB - D. --->6 

1B IB, IB = IBIB ... IBIB - 6 - 6 --+ IBB IBB, IBB = IBIB ... IBB = IBIB ... IBIB = 1B 
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generated by the sequence of the steps p of the T M's activiy in which the TM in­
structions are interpreted. This sequence itself is pressed out by the configurations 
having been generated. 
The Auto-Reference arises when, e.g., for a certain p 2:'. P* 2:'. p0 2:'. 1, 

H (x;) - H (x;1x;:;) = H (x;:;) - H (x;:;1x;) = 0 - t,, 
Xp = (X P*' X P*+l ' . . . X p) - t,, - --Xp+i (Xp , Xp+l , ... , X2p+2-p*) = (XpXp) 

Also we can write [the similar is writable for (22), (23); also see the remark 8]. 

= ~- (x; ~ ~-1) = € 

(x; ~ x;:;-1) = 

= H (x; ~ x;:;-1
) = H (~Ix;)= 0 

(32) 

(33) 

[Pr (x;) = Pr (x;x;) = Pr ( [x;r) = 1] 
where Pr(·) denotes probability. 

The following equivalences of chains of the terminal symbols are considerable, 

........ 6 ---+ 
IBB IBIB ... IBIBB = IBIB .. . IBIB = IB - 6 IBI IBIIBI .. . IBIIBI = IBIB .. . IBI - 6 -IBII IBI - 6 ........ 

IBIB IB - ........ --=::::;---t --+-+ --+ ~---+ ~--+ --+ ___. --+ ........ 6 IBIB ~ IBIBI ... BIBIBIBIBIBIBIB ... IBIBIB = IB IBIB IBIB, 

BBI 
6 BI 

........ 6 BI BI 

........ 6 BI BIBI ... BIBI 
........ 6 ........ 6 ........ 
BII BII, BII = BIBI .. . BII = BIBI ... BIBI = BI 

........ 6 -BIB BIBI...BIBIB = BIB - 6 BIB BIBBIB ... BIBBIB = BIBI...BIB - 6 ........ 
BIBI BI - 6 -BIBB BIB - -........ 6 ---+ ---+ 

BIBI~ BIBIB ... IBIBIBIBIBI ... BIBIBIBI = ID BIBI BIBIBIBI, 
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5.1 Method - the OTM 

~
1 Let us the Turing Machine, driven by the program rj, do a certain number 

e-P of instructions 7J[•l (of the program ry) beginning from the initial configuration 
-+ -+ 

(c, so , { ). Let, e.g., P = 2l + 1, l = I { !, e ~ 1; e E N is the number of the 
stage (for each stage we write, in a programmer style, e := e + 1) 

• The step ~ 1 generates the table of nine-partite structures. Its length of e· P rows14 

[p II q II S; X k si Yz D II [c1 S[·l p] II C II (34) 

11 (c [a- , S[-], P] c) 11 g II cl S[·] 71 11 ai;:1-P 
where the denotation used is 

• C is the number of the configuration (et , sr-J, p) 
• g is the number of the configuration type (c [a-, S[-], p] c) 

• G is the number of the general configuration type G , (ct, S[-1 , p) 
~

2 In the table (~1
) we are seeking two successive blocks of rows limited by those 

rows having the identical values in the columns (the identical six-partite structures) 

[q II S; X k s1 Y1 D II (c [a- , S[-J , P] c) II g II d S[·l p II G] (35) 

Thus, we are seeking for ( the sequence of) the three rows being identical in those 
columns while the last row of the first block is the first row of the second block 
[this second ends by the third row (identical in the six columns considered)]. The 
numbers of these separating rows, the first, the second and the third row are the 
numbers of steps P[-l , PH and P[· ··l of the observed computing process. These rows 
are separated by numbers 

6 
AP[-l = PH - P[-1 - 1 ~ 0, 

6 
ApH = P[-··l - PH - 1 ~ 0 (36) 

of rows laying between them. (They can follow immediatelly, AP[-l = 0, ~PH= 0.) 

~
3 If the three separating rows are not found within the given stage e (~2

), we start 
the computing process driven by the program rj and its tracing from the beginning 
[(c, s0 , (), (~

1
)] and let it run e·P steps, where e := e + l. 

~
4 If those three separating rows are found within the given stage e (~2

) (those 
two blocks covering the rows P[-J, .. . , P[···l where P[---1 =PH+ ApH + 1 and PH = 
P[-l + AP[-l + 1) we are checking both the two blocks, each of them from its beginning 
(P[-], or PH respectively) till its end (P[--], or P[···l respectively) , seeking the rows with 
the identical values within their six columns (35),15 

[q II s; X k S j Yz D II (c [o- , S[,J, p] c) II g II d S[·l p II m] 

14The symbols 1
(
1 and ']' in the tables denote the range of the input (its limits) and, also, the 

'operating space' for the CUr M in each step. 
15If these bolcks are identical the infinite cycle is discovered, but we continue uniformly with ~ 5

. 
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~
5 Two or more such identical six-partite structures on the successive row 

positions (denoted by symbols z and m) are considered as the only one row 

Def 
1) Z[-], ... , Z[··], P[·l = Z[·l ::; Z[··J, m = 1 = m[·l (37) 

2) Zi.J, ... , Z[··]> Zi-1 > Z[··], z[··l ~ Zi-1, m = 2 

zi:i, ···, zi.- -J, zi_-l > zi.-J, zi.-•l ~ zi_-J , m = 3 

Def ... ) Zi.r ·, ... , Zi.f ·, PH= Zi-T. ~ Zif" ·, m = .. ... = m[··l 

( the first of them is considered only) . 16 

~
6 We check whether, by this way, two new identical successive blocks of unique 

six-partite structures are created [the first block is between the (newly numbered) 
rows m[·l + m[··l and the second is (newly) between the rows m[··l + m[·· •Jl-
Their lengths are Am[,] and Am[ .. ] [for Amr,r m[··I := (m[,-])mod(m[.rl)], 

Am[·l = m[··l - m[·l + 1 ::; AP[-J, Am[··l = m[-- ·l - m[ .. l + 1 ::; APH· (38) 

If NOT - we continue with ~ 2
, P* = P[ .. . Ji ~ 1 when e-P is exhausted, e := e + 1; 

If YES - the distances (Am[·] [-2] and Am[··] [-2]) between the marginal 
rows of the new blocks (~5

) are constant, Am[·] = Am[+ 
[the distances are counted in the number m of the unique six-partite structures (~5

), 

the last one of the first block is the first one of the second block], Am[·] = Am[+ 

~
7 If the distance AP[·l of the first and the last row of the first block (~2

) 

is less or equal to the distance ApH of the first and last row of the second 
blok AP[·l :S AP[··], we have discovered the infinite cycle driven by the 
program ri [now the distaces are counted in the number of steps p]. 
We continue further but within the first block and with the Am[·] only. 

From each unique six-partite structures (~5
, ~

6
) the three columns 

[q 11 G II m] 

are now taken only, being interpreted as the rules of a regular grammar 

q* E {O} U {1, ... , lril}, qm E {1 , ... , lril}, m = mr,J, ... , m[··l - 1 

with the set S of non-terminal symbols and the set T' of terminal symbols, 

card S = n, 

having the starting nonterminal symbol So E S.17 

16The situation in the first block is described only by (37). 

(39) 

(40) 

(41) 

17~
70 If the distance Llp[·l of the first and the last row of the first block (~5

) is greater than 
the distance llpH of the first and last row of the second blok, Llp[· I > llp[··l• we have discovered 
the finite cycle driven by the program rj. 
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~
8 For the first block of the unique six-partite structers (~5, ~ 6 , ~

7
) the 

sequence of rules of a regular grammar is being generated, 

So -

Sqm1- r 2 

Sq"'1-r1 

Gml·) Ssqml·) 

Gml·J +lSqml·J+l 

(42) 

We have described the activity of a finite automaton which accepts the infinite regu­
lar language of the general configurations types ( of the configurations of the observed 
machine TM). They are the words of the infinite length, 

(43) 

Yet after the second round of the observed TM through the infinite cycle 
has been finished the Pumping Lemma is usable and valid for the length L 
of the relevant word of this infinite language, [ card S ~ L < 2 • card S]. 
We can generate the status {the signal) SHALT to halt the whole machine 
OT M and the TM consequently. 

We can say, shortly, that: If such the three identical bi-partite structures [r,, (a', s, p)] , following 

each other, exist that for their distances tlp[·l (measured by the number of steps of the observed 

process) betwen the first and the second bi-partite structure and t.pH between the second and 

the third bi-partite structure it is valid that t.p[·l s; t.p[··l, the observed TM is going through 
the infinite cycle. 

The expression (43) means that we have discovered, within the dynamical system 
00', the dynamical subsystem O*O*' (=TM*) which is in a limit cycle. It means the 
thermodynamic equilibrium within the double cycle O*O*' , thus for its temperatures 
is valid that T *w = T*'w, T *0 = T*'0 ; for sequences of the general configuration - -types (G[-]) , X P and X p+l from (32), (33), is valid, for certain p ~ P* ~ p0 ~ 1, 
that 

H (x;) - H (x;1x;;) = 0 where (44) -Xp = (Xp+l , ... , X2p+2-p*) = (Xp., ... , Xp) 

which represents the zero change of the information and thermodynamic entropy -within the working medium of a reversible Carnot cycle; for the sequences Xp and -Xp+i of the observed T M's configurations Xr·l from (20) (TM = 0) is valid that 
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which represents the not zero output and, also, the growth of the thermodynamic and 
information entropy within the whole isolated system in which that reversible Carnot 
Cycle is running, see [2, 3]. Generally, any Carnot Cycle is, under its construction 
draft, the infinte cycle, and, thus, both the relations ( 44) and ( 45) represent the 
information thermodynamic criterion for the infinite cycle existence. 

Example I 

ry = ('T/1, 'T/2, 'T/3, 'T/4); 

'T/1 = (so, I, so, I, R), 
'T/3 = (s1, I, s1, I, L), 

'T/2 = (so, B, s1, I, L) 

'T/4 = (s1, B, so, B, P) 

This program generates the expanding sequence 

(46) 

-B[IIIII]B resp. B[IIIIII]B resp. B[IIIIIII .. .I ... ]B resp. BIB (47) -Let ( = I I I I I. Then the regular grammar of the language of the general configu-
ration types is - -So -- B s0 IB S1 - -S1 -- BI so I B S2 3 4 5 - -S2 3 4 5 -- BI So B s6 - -s6 - BI s1 IB S1 s g 10 - -S1 s 9 10 -- B s1 IB Sn - -S11 - B s1 BIB S12 

S12 - ~ So, [S12 ----+ € SHALT, SHALT </. S] 
s = { So S1 S2 3 4 5 S6 S1 s 9 10 Sn S12}, card S = 7 

and (the computing process described by it) generates the infinite word [xr, 
[B Som, BI Som, BI So B, BI S1 m, B S1 m, B 81 nmr 

(48) 

(49) 

After the second round through the indicated infinite cycle the word of the length 
L = 12 is generated out and, thus, the Pumping Lemma is valid, 

card S ~ L < 2·(card S), card S = 7 

The following table shows the trace of the comouting process given by this example. 
In this process we are indicating the values 

P[·l = 1, PH= 13, P[···l = 27, mr.J = 1, m[ .. J = 7 and thus 

b.p[·I = 11, b.pH = 13, b.p[ .. ·I = 15, b.m[·l = b.m[ .. J = b.m[ .. ·l = ... = 7 
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Tab. 5.1. Tracing and staging for Example I 
Gerneral 

p q Instruction Conftguratlon C Conflc. Type g Conftg. Type m 

m1 m1 1m mi G 1m 
1 1 •o I so I R <B{so II I II )B< 1 , B {•o l jB, 1 B so iB 1 

2 1 •o I •o I R ,B{I so Ill I )B< 2 <B {l •o I ]B < 2 BI so iB 2 

3 1 •o I •o I R <B{Il •o II /JB< 3 <B {I •o I )B < 2 .. ... 2 

4 1 •o I •o I R ,B{JI I so II )B< 4 <B {I so l )B< 2 ..... 2 

5 1 •o I •o I R ,B{llll so I )B< 5 , B {l so I ]B < 2 ..... 2 

6 2 •o B ., I L ,B{!IllI so BJ< 6 ,B{I so B )< 3 BI so B s 

7 3 ., I ., I L ,B{Il lI s1 llJ• 7 , B {I s 1 I )< 4 BI s, IB 4 

8 3 ., I •1 I L ,B{l II •1 II I)< 8 <B {I •1 1]< 4 ···· · 4 

9 3 •1 I •1 I L <B{II a1 Ill l )< 9 <B {I •1 I )< 4 ..... 4 

10 3 •1 I •1 I L <B{I •1 Il Ill )< 10 <B[/ •1 I )< 4 ····· 4 

II 3 ., I ., I L ,B[s1 ll ll II )< II , B [s1 I )< 5 s,, iB II 

12 3 •1 B •o B R ,[s1 BI ll l II )< 12 <[•1 BI)< 6 B si BIB 6 

II 1sll il so I so I R II ,[Bso lllllI)B• -I 1 ' II •IB so J )B • I 1 II B •o I B 

14 1 •o I •o I R <[BI •o IIIII )B< 2' ,{BJ •o J )B < 2 BI so fB 2 

15 1 •o I •o I R •\Bll so ll II )B< 3' <[BI •o I )B < 2 ..... 2 

16 1 •o I •o I R <[BIII so III)B, 4' , [BI so I ]B < 2 .. ... 2 

17 1 •o I so I R <{BI ll I so II )B< 5' <[BI •o I )B< 2 ····· 2 

18 1 •o I •o I R <[BI! II I so I)B, 5' <[BI so l )B < 2 ... 2 

19 2 •o B •1 I L <[BI II II I •o BJ< 6' , [BI so B J< 3 Bf so B s 

20 3 • 1 I •1 I L e{BIIIII •1 II]< 1' ,[BI s 1 I )< 4 Bls1 TB 4 

21 3 ., I ., I L <[BI! II •1 I II)e B' e[BJ s1 I ]< 4 ... 4 

22 3 ., I •1 I L <{Blll •1 IIII)e 9 ' <[BI •1 I )< 4 .... 4 

23 3 •1 I ., I L <[BII s, llll I]< 10' <[BI s1 I )< 4 ..... 4 

24 3 •1 I •1 I L <[BI •1 II II II]< 10' e [BI •1 / )e 4 .. ... 4 

25 3 •1 I •1 I L <[B • 1 IIIIIl/J< ll' <[B s 1 I )< 5 B s 1 IB II 

26 3 • 1 B •o B R <{s1 BIIIIIII)< 12' <[s1 BI)< 6 B •1 BIB 6 

II :nll 1 l so I •o I R II ,[B •o IIII!Il ]Be I 1" II •IB •o l )B< I l II B •o IB 

28 1 •o I •o I R e{B/ •o Illll /JB• 2" <[BI so I )B < 2 BI so IB 2 

29 1 •o I •o I R <[Bll so I Il II )B< 3" <[BI •o I )B < 2 ..... 2 

30 1 •o I •o I R <{BI!! so IIII )B< 4" <[BI •o I JB< 2 ..... 2 

31 1 •o I •o I R <[Bll Il so Il I ]B< 5" <[BI so I )B< 2 .. .. 2 

32 1 •o I •o I R e[BII III so II )B< s" <[BI •o I )B< 2 ..... 2 

33 1 •o I •o I R <[BII II II •o l )B< s" <[BI so I ]B < 2 ..... 2 

34 2 •o B •1 I L <[BII l Il II so B ), 6" , [BI so B )e 3 ii1 so B s 

35 3 •1 I •1 I L <[Bllllll •1 II )< 7" <[BI •1 I ]< 4 BI s1 IB 4 

36 3 •1 I •1 I L <[Blllll •1 Ill ]< B" e[BI s 1 I )e 4 ... .. 4 

37 3 • 1 I •1 I L <[Billi s 1 /III )< 9" , [BI s 1 I )< 4 ..... 4 

38 3 •1 I •1 I L ,[BII I s 1 ll II I )< 10'' , [BI s 1 I J• 4 ..... 4 

39 3 • 1 I •1 I L <[BII •1 Ill/II)< 10" <[BI •1 I )< 4 ... .. 4 

40 3 • 1 I •1 I L ,[BI ., I II I II I I• 1011 , [BI s 1 I ]< 4 ..... 4 

41 3 ., I ., I L <[B si I II I II II )< 11" • IB ., I )• 5 B s1 1B II 

42 3 • 1 B •o B R <{s, BII l ll l Il )e 1211 <{•1 BI)< 6 B ., BIB 6 

II ,{B so lllIIIII)B, 1 111 jl e [B so I ]B ~ -1 II B so JB 

11 :: 11 J:::: 
61 1 •o I so I R •IB •o II I II II II )B• 1"" <{B so l )B < 1 B so iB 7 , 1 

11::11 ··I. II ... I ;::::, II :::: l·-:11 1-: II 
11 s1 II 1 I •o I so I R II ,{B s0 I II II II II I )B, I 1 "'" II <[B so J ]B < I 1 II B SQ iB I 7 , i 11 
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Example II 

ri 
771 

( 771' 772' 7]3' 7]4) 1]5 ' 176, 'f/7' 178' 7]9) 1]10) 7711' 7712 ' 7]13) 

(so, I, s1, B, R) 

772 = (s1, I, s1, I, R) 

1]3 (s1 , B, 

774 = (s2 , I , 

7]5 = (s2 , B , 

776 = (s3 , I , 

S2, B, R) 

S2, I, R) 

S3, B , L) 

S4, B, L) 
1]1 = (s4, B, sH, B, R) 

77s = (s4, I, s5, I, L) 

1]9 = (s5, I, s5, I, L) 

7710 

1]13 

(s5 , B , 

7711 = (s6, I, 
= (s6 , B, 

= (s0 , B, 

S6, B, L) 

s6 , I, L) 
so, B, R) 

so, B, L) 
--t 

This program is figuring the differnce 4 - 3 and the input is ~ = I I I I BI I. 

(50) 

From the following table followes that during our staging the whole double-machine 
halts itself. In the numbers of the general configuration types the following word G 
is generated, 

G = [G1G2] (51) 

G1 [1 2 3 4 5 6 7 8 9 10 11 12] 

G2 [14 15 16 17 18 19 20 21] 

We can write the regular grammer of the (regular) language of the general configu­
ration types being generated by the process driven by rj, 

So ---+ G1 S1 2 3 4 s 6 r s 9 10 11 12 13 

S1 2 3 4 5 6 1 s 9 10 11 12 13 ---+ G2 S14 15 16 11 1s 19 20 21 

This grammar has the set S of the non-terminal symbols, 

(52) 

S = { So S1 2 3 4 s 6 1 s 9 10 11 12 13 S14 15 16 11 1s 19 20 21 = S HALT} . 

card S 3 
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Tab. 5.2. Tracing and staging for Example II 
Gerneral 

p q ln■tructfon Configuration C Conflg. Type g Conflg. Type m 

mu um 1m mu G mu 
II l II l I •o J •1 B R II ,[ •o 11 I Bll)B, I 1 II ,[ •o I BI), -I 1 II B •o IB I 1 11 

2 2 •1 1 •1 [ R ,[B •1 11 Bll )Be 2 ,[B •1 I BI)e 2 Bs1 iB 2 

3 2 •1 1 • 1 I R , [Bl • 1 I Bll)Be 3 ,[BJ •2 IBI )e 3 ifi "2 1B 3 

4 3 •1 B •2 B R e [Bll s 1 B ll )Be 4 ,[BI s2 BI)e 4 BI •2 BIB 4 

5 4 •2 [ •2 1 R e [Bll B s 2 ll )B e 5 , [BI B s2 II )e 5 BIB s2 iB 5 

6 4 •2 1 •2 1 R e[Bll BI s2 l) B, 6 e [BIBI s3 I )e 6 BI s3 JB 6 

7 5 •2 B 83 B L e [Bll Bll s2 B )e 7 e[BIBI s3 B )e 7 B1 s3 :e 7 

8 6 •3 1 .. B L e[BllBl s3 IB), 8 e[BI •• IB )e 8 BI s3 IB 8 

9 8 •• I •• 1 L <[BllB s4 IBB)e g e[BIB •• IB )E 9 BJB 84 1B 9 

10 10 •• B •6 B L e[Bll so BIBB), 10 e [BI •• BIB )e 10 BI 85 BIB 10 

11 11 •o 1 86 I L e [BI so 1 BI BB)e 11 <[BI•• IBIB )< 11 B1 •o TiJ 11 

12 11 •o I •6 I L e [B so lI BIBB), 12 ,[B so BBIB), 12 B , 6 BIB 12 

13 12 •6 B •o B R ,[B •o Bll BJ BB)e 13 e [B so BI BIB), 13 B 96 BIB 12 

II 14 II 1 I •o / •1 B R II ,[BB •o II BIB), I 1 ' II ,[B •o I BI B I• I 1 II B •o Ti1 I l II 
15 2 ., 1 •1 1 R e[ BBB •1 IBIBB)e 2' , [B •1 IBIB ), 2' 1i s1 iB 2 

16 3 • 1 B •2 B R , [BBBI • 1 BIBB)< 4' e[BI s , BIB), 14 Bi s1 BIB 3 

17 4 •2 I •2 I R ,[BBBI B s2 I BB)< 5' , [BI B •2 I B )< s' BIB •2 IB 5 

18 5 •2 B •• B L <[BBBI BI •2 BB )e 7' ,[BIBI •2 B )< 15 iii s2 B 13 

19 6 83 I .. B L e[BBBI B 83 I BB)e 8' e[BIB s3 JB ), 16 BiB •• TiJ 14 

20 7 •• B SH B L e[BBBI • • BBBB)< 14 e[BI s4 B ), 17 BI 8 4 B 15 

:11 X (sH, I ) t D,; e[BBB • H IBBBB), 15 e(B • H IB )e 18 B •H TiJ 16 

XX XX :z::z::z::z:x xxxxx x:t XX:Z:%X x:t x:z:xxx XX 

Remark. 
As for the Example I, after the observed (sub)machine has entered into the infinite cycle, which is 

in a finite time, and has gone through this cycle twice it is halted from the observing machine. 

As for the Example II, the whole staging is ended by the natural end of the process in the observed 

machine. For the finite number of steps and for each is lasting the finitely long time, both halt 

states of our double-Turing Machine, which is the Turing Machine too, occurre in a finite time. 

6. Conclusion 

The unsolvable decision problems are of two types. At first, the problem is solv­
able but not with the objects and decision-counting methods we have at hand. 
The example is the unsolvability of the binomic equations in the real axis. But 
with the Complex Numbers Theory they are solvable describing the physical real­
ity. The help is that the imaginary axis (the new dimension) has been introduced. 
The second type of the unsolvable problems is of the principle character where no 
relevant physical reality can exist. 18 The all undecidable decision problems are given 
mistakenly by having an Auto-Reference embedded, they are the paradoxes, which 
invokes the infinite cycles. 19 Nevertheless we can want have the infinite cycle for 

18Which doesn't mean that a counting under their description is not performed physically. 
19 And just for this they are reducible to the Halting Problem; they are requirements for Per­

petuum Mobile performance. 
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technology purposes, e.g. the push-pull circuit. Here the infinite cycle's functional­
ity is created intentionally and, as such, the push-pull circuit is the example of the 
recursive counting. Here the Auto-Reference is introduced intentionally, as the figur­
ing method, creating a sequence of wanted values. Generally, such a sequence could 
be divergent or convergent and the divergent case is felt as the real example of the 
infinite cycle in the very sense of this term. 20 When in the recursive counting the 
number of figuring steps is not given explicitly, then, the results from the successive 
steps must be compared. When it is set badly or it is not set, the infinite cycle is 
here and, by the algorithm's definition requiring resultativness, it is errorneous. 
The aim of this paper was to detect the infinite cycle from its own characteristics. 
The envisage is that although "the mathematics is an ocean of structures and only a 
few of them are of any physical meaning", the counting itself is of the physical char­
acter and, as such, is subjected to the physical laws, especially, to the II. Principle 
of Thermodynamics. The infinite cycle is viewed as a certain type of an equilibrium 
state.21 To await the finite-time end of such states is the paradoxical and, as such, 
unachievable wish. But, all cycles are representable by the Carnot Cycle used as the 
thermodynamic model of a cyclic information transfer [2, 3, 5].22 From this point of 
view the aim to recognize any infinite cycle, to decide the Halting Problem, is solv­
able. The information-thermodynamic considerations were expressed in terms of the 
Automaton Theory, the general configuration types of the observed Turing Machine 
were generated and the Pumping Lemma was used. The author plans studying the 
incursivness and connecting it with his concept together. 
The author believes that he has shown that problems given paradoxically, error­
neously as for resultativness, can have the Auto-Reference embedded both in the 
sense of the objective of the problem and also in the sense of the solving the prob­
lem - the Auto-Reference can be in the solving method while the very objective of 
the problem can be solvable. The author's wish is that the following claim would be 
considered as the theorem for recognizing, deciding, any infinite cycle: 
Due to the fact that any infinite cycle starts at a finite time and for the 
Control Unit of any Turing Machine is an finite-state automaton and due to the 
fact that the Pumping Lemma is valid for the regular infinite and thus 
periodical language of the general configuration types of the observed 
Turing Machine, the Halting Problem is decidable. Q.E.D. 

20We can say, rather joking, that the convergent counting halts , even if it was in the infinity, and 
that the divergent counting doesn't halt even in the infinity, including now the constant sequence 
too - the model is the interrupted information transfer channel. 

21 The interesting is that the stability of an equilibrium state and of an atomic structure are 
similar. Without the natural radioactivity the end of atoms seems to 'be in the infinity' too. 

22We see the growth of thermodynamic entropy within the whole isolated system in which the 
cycle, or information transfer, is running and we see the constant or decreasing thermodynamic en­
tropy within its working medium, or within the transfer channel in the information-thermodynamic 
representation. (The interesting is that, the Carnot Cycle, conceptually, is the infinite cycle too.) 
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