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This paper shows that non-locality property occurs in simple diffusion neural equation: 
space local incursive discrete equation system transforms to a space non-local recursive 
equation system. The cable equation used for modelling the potential in neural 
membrane is similar to the SchrOdinger quantum equation with a complex diffusion 
coefficient. 
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1 Introduction 
In a recent paper, a differential equation of membrane neural potential was used as a 
model of a brain, the incursive computation of which giving rise to non-locality effects 
(Dubois, 1999). The model that will be considered in this paper is a very simple model 
of a neural system. This model will not present threshold effects of neurons, as in the 
visual system. For other neurons with threshold, this model would represent space-time 
fluctuations around steady states of potential, that is sub-threshold behaviour. 

The one dimension cable equation which is classically considered for describing 
membrane neural potential (action potential along axons and dendrites) 

oV(x,t)/Ot =a V(x,t) + D if-V(x,t)/& .2 (1) 

where V(x,t) is a potential depending on space x and time t For a passive cable, the 
parameters D > 0 and a < 0 are constants. For axons and dendrites, a V(x,t) is replaced 
by a non-linear function F[V(x,t)] of ions exchanges in membranes. The cable equation 
is a parabolic equation similar to a reaction-diffusion equation. 
In this section, I would like to demonstrate the basic mechanics of non-locality from 
anticipation from an incursive discrete parabolic equation. For this purpose, I will 
consider the following simplest model of parabolic eqtiation 

oV(x,t)/Ot = D if-V(x,t)/&2 (la) 
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To compute numerically such an eq. la, a discretization may be made in using either 
the forward time derivative 

8V(x,t)/Ot:::: [V(x,t+At) - V{x,t)]/At 

either the backward time derivative 

8V(x,t)/Ot ~ [V(x,t)- V(x,t- At)]/At 

(2a) 

{2b) 

The backward equation tends to the forward equation when At is small (all the powers 
of (.M)2, (At}3, .. . become negligible for continuous derivable functions). Both 
descriptions tend to the differential equation when At tends to zero: At~ 0. 
The forward potential discrete equation is then given by the following recursive discrete 
equation, in considering the forward time discrete derivative 2a, 

V(x,t+lit) = V(x,t) +lit D [V(x+L\x,t)-2.V(x,t}+V(x-Ax,t))/Ax.2 (3a) 

The potential V(x,t+At), at node x and time step t+At, is a function of V(x,t), at the 
preceding time t, and ofV(x ± L\x,t), at the preceding time tat the two adjacent nodes x 
± Ax. This is a recursive spatially local discrete system: the potential V does not depend 
of potentials at high distance. 
The backward potential discrete equation is then given by the following incursive, 
implicit, discrete equation, in considering the backward time discrete derivative 2b, 

V(x,t+At) = V(x,t) +At D [V(x+L\x,t+ At)-2.V(x,t+At}+V(x- &c.,t+ lit)]/&c.2 (3b) 

The potential V(x,t+At), at node x and time step t+At, is a function of V(x,t), at the 
preceding time t, and of V(x,t+At), V(x ± Ax,t+At), at the time t+At, at the node x and at 
the two adjacent nodes x ± Ax. This is a incursive spatially local discrete system: the 
potential V does not depend of potentials at high distance, but depends on the potentials 
at future time. This incursive discrete description of the potential equation shows many 
similarities with the flip-flop hyperincursive memory (see Dubois, 1999). 
Let us show now that non-locality emerges from the implicit nature of the discrete 
incursive equation 3b. 

2 Non-Locality in Incursive Space-Time Discrete Parabolic Equations 

In defining the dimensionless diffusion d = (At/&c.2) D, and in taking the time variable 
in At wiit and the space variable in &c. unit, eq. 3b is written as follows: 

{1+2.d]. V(l,t+ l)-d.[V(O,t+ l}+V(2,t+l)] =V(l,t) 

[1+2.d].V(2,t+l}-d.[V(l,t+I)+V(3,t+l)] = V(2,t) 

[I +2.d]. V(3,t+ I )-d.[V(2,t+ 1)+ V(4,t+ 1 )] == V(3,t) 

[I +2.d]. V(N,t+ 1)-d.[V(N- I ,t+ l)+V(N+ l ,t+ l)]= V(N,t) (4) 
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which can be described in the following matrix fonn 

A V(x,t+l)= V(x,t) 

In inverting the matrix A, we obtain a recursive system 

V(x,t+l) = A- 1 V(x,t) 

2.1 Non-locality with Periodic Boundary Conditions 

(4a) 

(4b) 

In taking periodic boundary conditions V(O,t+l)=V(N,t+l) and V(N+l ,t+l)=V(l ,t+l), 
the system defines itself the values of its boundaries. 
The following table gives the matrix A(N,N) and its inverse A- '(N,N), for N = 3, 4, 5. 

TABLE 1: Matrices A and A - I for N = 3, 4, 5. 

A(J,3) 
11+2d -d - d \ 
i -d 1+2d - d i 
\ -d - d l+ 2dl 

r 
l+ Ld 

- d 
I o 
\ -d 

A(4,4) 
-d u 

l + 2d - d 
-d 1+2d 
0 -d 

A(5,5) 

-d ) 
0 

- d l 

l+ 2d ) 

( l +Ld -d 0 u - d 

I - d 1+2d -d 0 0 

I 0 -d 1+ 2d - d 0 
I 0 0 -d 1 + 2 d - d 
l -d 0 0 -d 1+ 2d 

I 

1+4d+2c¥ 
1+6d+Bd2 

__cL_ 
l+4 d 

2c¥ 
1+6d+Bcf' 

' __cL_ 
\ 1+4d 

I 1-+d ct __g_ 
I 1+3d 1+3d 1+3d 
: d l+d _ d_ 
! 1+3d 1+3d 1+3d 
! d __g_ 1-«i 
l l+3d 1+3d 1+3d 

_ d_ 2ff 
1+4 d 1+6d+Bd2 

1+4 d+2 ct2 __cL_ 
1+6d+Sd2 1+4d 

__cL_ 1+4dt.2cf' 
1+4 d 1+6dt.8 d2 

2c¥ _ d_ 
1+6d+Bd2 1+4d 

__cL_ \ 
1+4d I 
262 ' 

1+6 d+Sd2 I 
__cL_ I 
1+4 ct 1 

1+4 ct+2cf' )I 
1+6d+B d2 

( l+)d+~ d 11 ... d) c>- &' 'd(~~) 
l-t5d+5o? 1 ... sct ... :i~ 1·5d<~ 1•5c>-5.i2 .. , I 

r d C!•d} 1·3d·&'. d ~ 1 .. 01 .j2 c2 

I l+ScJ...5~ 1 .. s~S d-'. l 4 :-d+5c).;'. 1+5d+5'ci2 
1+5d+5d2 I 

d2 d tl+d) 1·3d+ci2 d(l•dl .j2 

I l•5d+S d- 1+5d+5 d<= h5d<5d+ l.;.5d+So2- 1+50.-5d2 
I &' ot- d il•d) 1·3M dil-d> I I 
I 1•5d+5d2 1·50.-5d2 1+50.5&-: 1•5rn5d2 1+5c>-5d2 

,j!. d2-
I l d(l+dl d (l+dl 1+3c>-c!2 ) 

~ i.+Sd ... 5~ 1 .. sd+Sd-'. 1•5d•5d' 1+5d+5d2 1•5d-.od<-

The remarkable property of the inverse matrices A- ' is the fact that all their elements 
are non null, at the contrary to the matrices A. 

This means that the space local incursive system transform to a space non-local system: 
the potential at any point depends of all the potentials at all distances. 

The following table gives these matrices for d = 1. 
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TABLE 2: Matrices A and A-1 for N = 3, 4, 5, with d = 1. 

A(3,3) A- 1(3,3) 
( 3 - 1 - 1 \ I±. .!. i I l - 1 3 

-31 J 
2 4 

1. 1. 1. - 1 - 1 4 2 4 
1 1. 1 
4 4 2 

A(4,4) A-1(4,4) 
J -1 0 -1 _]_ J, 2 J, 

- 1 3 -1 0 15 5 15 5 

0 -1 3 -1 
J, _]_ J, 2 
5 15 5 15 

- 1 0 - 1 3 2 J, _]_ ~i 
15 5 15 5 
J, 2 7 J, 
5 15 5 15 I 

A(5,5) 
3 -1 0 0 -l '1 

-1 3 - 1 0 0 
0 - 1 3 -1 0 
0 0 - 1 3 -1 

-1 0 0 -1 3 

So, for example, with N = 4, eq. 4b is given by 

V(l ,t+ I)= a V(l ,t) + b V(2,t) + c V(3,t) + b V(4,t) 

V(2,t+1) =a V(2,t) + b V(3,t) + c V(4,t) + b V(l ,t) 

V(3,t+ I)= a V(3,t) + b V(4,t) + c V(l ,t) + b V(2,t) 

V(4,t+ I)= a V(4,t) + b V(3,t) + c V(l ,t) + b V(2,t) 

A- 1(5,5) 
2- 2 _l_ _l_ 
11 11 11 11 

2 2- 2 _l_ 
11 11 11 11 
_l_ __2_ --2_ 2 
11 11 11 11 
_l_ _l_ 2 --2_ 
11 11 11 11 

__2_ _l_ _l_ __2_ 
11 11 11 11 

where a= 711 5, b = 311 5, c = 2/ 15 for which a +.b + c + d =I. 

__2_ 
11 
_l_ 
11 
_l_ 
11 

2 
11 
--2_ 
11 

(5) 

The remarkable effect is the fact that the potential V(x,t+l) at the next time step 
depends on the whole spatial values of the potential. Contrary to the recursive forward 
discrete equation system, there is no more a local space interaction but an infinite 
spatial interaction. The weights of the potentials a, b, c decreases with distance. 
The analytical parameters a, b, care given by 

a= I - 2[d/(l + 4d)][l + d/(1 + 2d)J 

b = [d/(l + 4d)] 

c = [d/(l + 4d)][2d/(1 +2d)] 
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- - - - - - ----- ------

The incursive equation tends to the recursive equation for small d, that is to say to 
suppress the powers d2

. Let us first suppress the terms containing d2
, in A(4,4)"1

. Eq. 4b 
becomes 

V(l,t+l) = V(l,t) + [d/(1+4d)] [+ V(4,t)-2V(l,t) + V(2,t)] 

V(2,t+l) = V(2,t) + [d/(l + 4d)] [+ V(l,t)-2V(2,t) + V(3,t)] 

V(3,t+ I)= V(3,t) + [d/(l + 4d)J [+ V(2,t) -2V(3,t) + V(4,t)J 

V(4,t+l) = V(4,t) + [d/(l + 4d)] [+ V(3,t)-2V(4,t) + V(l,t)] 

which is the recursive system with d replaced by d/(l + 4d). 

(7) 

Second, for 4d « l, d/(l + 4d) = d - 4d2 + 16d3 
- .... , the powers of d can be 

suppressed and the recursive system 

V(l,t+l) = V(l,t) + d [+ V(4,t)-2V(1,t) + V(2,t)] 

V(2,t+l) = V(2,t) + d [+ V(l,t)-2V(2,t) + V(3,t)] 

V(3,t+1) = V(3,t) + d [+ V(2,t)-2V(3,t) + V(4,t)] 

V(4,t+l) = V(4,t) + d [+ V(3,t)-2V(4,t) + V(l,t)] (8) 

is obtained. The following table gives the matrices ford= 0.01. 

TABLE 3: Matrices A(4,4) and A-1(4,4) ford= 0.01. 

5 7 • 15 \ 
0.00961538 0.000188537 )' 

0.980581 0.00961538 
0. 00961538 0. 980581 

Another very interesting result is the fact that the incursive algorithm is numerically 
stable for any values of d. Ford>> 1, and even for an infinite value of d, the incursive 
algorithm remains stable. Indeed, when d tends to infinity, for N = 4, eqs. 6abc become 
a= b = c == 1/4, and eqs. 5 become 

V(l,t+l) == [l/4] [+ V(4,t) + V(l,t) + V(2,t) + V(3,t)] 

V(2,t+I) == (114) [+ V(l,t) + V(2,t) + V(3,t) + V(4,t)] 

V(3,t+l) == [114) [+ V(2,t) + V(3,t) + V(4,t) + V(l,t)] 

V(4,t+I) == [1/4] [+ V(3,t) + V(4,t) + V(l,t) + V(2,t)] 

The following table gives these matrices for d = 100. 
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TABLE 4: Matrices A(4,4) and A-1(4,4) ford= 100. 

( . . \ ( . . \ 

l
-1~0. 

-100. 

201. -100. 0 1 
-100. 201. -100. 

0 -100. 201. l 0.249377 0.253111 0.249377 
0.248136 0.249377 0.253111 
0.249377 0.248136 0.249377 

0.2481361 
0.249377 
0.253111 

The general result is the following: 

- When d tends to zero, the incursive system tends to the recursive system, that is to say 
a local interaction of potential. 

- When d tends to infinity, all the weights of the potential tend to l/N, that is to say an 
infinite range of interaction of potential. 

To confirm these results, let us show that the non-locality is independent of the 
periodicity of the boundary conditions in looking at the incursive diffusive system with 
reflecting boundary conditions. 

2.2 Non-locality with Reflecting Boundary Conditions 

In taking reflecting boundary conditions V(O,t+ 1 )= V(l ,t+ 1) and V(N+ l ,t+ 1)=V(N,t+1), 
the system also defines itself the values of its boundaries. 
The following table gives the matrix A(N,N) and its inverse A-1(N,N), for N = 3, 4, 5. 

TABLE 5: Matrices A(N,N) and A-1(N,N) for N = 3, ~ 5. 

A(J,3) 
I 1+ d -d O \ 
1 -ct 1+ 2 ct -ct j 
\ 0 -d 1+ d 

A(4,4) 
1+ d -d 0 
-d 1+2d -d 
0 -d 1+2d 
0 0 - d 

~ ! 
-d l 

1+ d 

1 +5 d+6 d2 ..d3 
1+6dt-lOd2 +4cP 

d (l+3M ) 
1+6d!-10d2+4d3 

d2 (l+d) 

1+6d+lOd2+4Cf3 

cP 
1+6d+lOd2+4CP 
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1+3dtd2 ~ c¥ \ 
1+4dt-3d2 1+3d 1+4dt-3d2 

_ d_ l+d ~ 
1+3d 1+3d 1+3d 

d2 ~ 1+3M 
1+4dt-3d2 1+3d 1+4d+3d2 

d (1+3 d+d" ) d2 (l+d) 

1+6d+lOCi2+4d1 1+6d+lOd2+4CP 

1+4dt-4d2..d3 d (l..cl)2 
1+6d+lOdZ+4CP 1+6dt-10d2+4Cf3 

1+6dt-10d2+4d'3 

d2 (1-KI) 
1+6d+lOCi2+4Cf3 

1+4dt-4d2..d3 
1+6dt-10d2+4 d3 

d (1+3M) 

1+6dt-10d2+4 d3 

cP \ 
1+6dt-10d2+4d3 

ct2 ( l..d) 

i+6c:1t-1od2+4d3 

d (1+3M) 

1+6d.10d2+4d3 

1+5d+6ci2..d3 
1+6d+lOdZ+4CP 



A(5,5) 
l+ d -d u 0 

~ 1 - d l+ 2d -d 0 
0 -d l+ 2d -d 

0 ~ 0 0 -d l+ 2d -d 
0 0 0 -d l+ d 

A-1(5,5) 
l + 7 d+ 15ct2+10 c:P +& d t 1+5d+6d'..&; JI. ct3 . l+di ct4 

1+8 d+2lct2+20ct3+5d4 1+8 d+21 d2 +20 d3+5 ct4 1+5d+5d2 1.0ct+21d2.2od3.5d4 i.0ct+21d2.2od3.sd4 

d ( 1+5d+6ct2.ct3j 1+6d+llct2+ 7 ct3+& d , 1-Kl) ct2 ' 1-Kl) 2 c:P 1l+d) 
1+8d+21ClZ~ 1+8ct+21d2+2od3.5d4 1+5d+5dZ 1+8ct+21d2.2od3+5d4 1+0ct+21d2+2od3+5d4 

ct2 d <l+dJ 1+3d+ct2 d : l+d) ct2 
1+5d+5d2 1+5d+5d2 1+5d+5d2 1+5d+5&! 1+5d+5d2 

ct3 I l+d! ct2 ' l+d}2 d cl+di 1+6d+llct2+7c:P+& d ( 1+5d+6ct2.ct31 
1+0ct+21d2+2od3+5d4 1+8d+2ld2+20d:>+Sd4 1+5d+5d2 l+Bd+21J!+20d3+5d4 l+Bd+2ld2+20d3+5d4 

ct4 ct3 . l+d. JI. d :. 1+5d+6ct2+ct3) l+ 7 ct+l5ct2+1oc:P+& 
\ 1+8d+2ld2+20d3+5d4 1.ect+21d2.20CJ3.5(i4 l+Sd+5ct2 l+Bct+21&!+2od'.l+5d4 1+8d+21d2+2od3+5d4 

TABLE 6: Matrices A and A-1 ford= 1. 

A(J,3) 
0 \ 

l -1 3 -1 : 
\ o -1 2 I 

-1 3 
0 -1 
0 0 
0 0 

0 
-1 
2 
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A-1 3,3 
I - -4 - \ 
t 8 8 : 
i 1 1 1 
' 4 2 4 i 
' l 1_ 5 : 
\ 8 4 8 ) 

! 21 21 21 
5 1Q 4 

21 21 21 
' 2 4 

21 21 

' l ...£ 
\ 21 

4 
55 

...£ 
55 

2 
11 

...£ 
11 
_!_ 
11 

26 
55 
13 
55 

21 
2 

21 

2 
21 
13 
21 

55 
2 

55 
_!_ 
11 
13 
55 
34 
55 



,-
1 

I 

I 

I 

I 

For example, for N = 4 with d = 1, eqs. 4b are given by 

V(l ,t+l) = ao V(l,t) + bo V(2,t) +co V(3,t) +do V(4,t) 

V(2,t+l) = a1 V(2,t) + b1 V(3,t) + c1 V(4,t) + d1 V(l ,t) 

V(3,t+I) = a1 V(3,t) + b1 V(4,t) + c2 V(l,t) + d1 V(2,t) 

V(4,t+l) = a3 V(4,t) + b3 V(3,t) + C3 V(l,t) + d3 V(2,t) (10) 

where ao = 13/21, a1 = 5/21, a2 = 2/21, a3 = 1/2 I, b0 = 5/21 , b1 = 10/21, b2 = 4/21 , 
b3 = 2/21, Co= 2/21 , C1=4/21 , C2 = 10/21 , C3 = 5/21, do= 1/21 , d1 = 2/21, d2 = 5/21 , 
d3 = 13/21. The non-locality is thus confirmed. 
The following tables give the matrices ford= 0.01 and d = 100. 

1 1. 
-100 . 

0 
0 

TABLE 7: Matrices A(4,4) and A- 1(4,4) ford= 0.01. 

A(4,4) 
! 1.01 -0 . 01 0 0 
-0.01 1.02 -0 . 01 0 

l ~ -0 . 01 1. 02 -0 . 01 
0 -0.01 1.01 

A-1(4,4) 
f 0.990195 0 .00970873 0 . 0000951929 9 . 42504 x10- 1 

0 . 00970873 0 . 980582 0 . 00961448 0 . 0000951929 l 0 . 0000951929 0 . 00961448 0.980582 0 . 00970873 

9 . 42504x10-7 0 . 0000951929 0 . 00970873 0 . 990195 

TABLE 8: Matrices A(4,4) and A-1(4,4) ford= 100 • 

-100. 0 ' 
201. -100 . ; 

- 100. 101. J 

. 2586 1 . 5 7 .24 305 
0 . 251207 0 . 253719 0 . 248768 
0 . 246305 0 . 248768 0.253719 
0 . 243867 0 . 24 6305 0 . 251207 

2.3 Non-locality with Boundary Conditions with External Inputs 

With boundary conditions as external inputs I(O,t+ 1) and I(4,t+ l), the eq. 4b becomes, 
for x = 0,1,2,3,4, and d = 1, 

V(l ,t+ 1)=[8[V(l ,t)+I(O,t+ 1 )]+3V(2,t)+[V(3,t)+I(4,t+ l)]]/21 

V(2,t+ 1)=[3V(2,t)+9[V(3,t)+I(4,t+ 1)]+3[V(l ,t}+I(O,t+ 1 )lJ/21 

V(3,t+ l)=[[V(3,t)+I(4,t+ 1)]+3[V(l ,t)+I(O,t+ 1))+8V(2,t)]/2 l (11) 
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We remark that the inputs are present in the three equations, that is in all the space 
nodes at the same time step. It means that the inputs at the boundaries are logically 
transmitted instantaneously, that is to say during the time duration At, to each node. 

3 Infinite Speed of Propagation in Diffusion Equation 

It is well-known that the parabolic equation la predicts an infinite speed of propagation 
for disturbances (Maxwell (1867), Cattanbo (1958), Green and Laws (1972), Vemotte 
(1958), Chester (1963), Kranys (1966), Muller (1967,1971), Lambermont and Lebon 
(1973)). 

With the initial conditions V(O,O) = Oo (Dirac's function) and, V(x,O) = 0 for all x 
different of 0, 'r/ I x I > 0, the solution of eq. la is 

V(x,t) = [l/2"(1tt)] exp [- x2/(4t)] (12) 

which shows clearly that the potential spreads the whole space instantaneously. This 
corresponds to the paradox the infinite speed of propagation of disturbances in 
parabolic equations. 

So the incursive discrete equation is the best algorithm to simulate the parabolic 
equation because this gives rise to the non-locality property of the differential parabolic 
equation. 

Indeed, the recursive discrete equation is an algorithm which suppresses the non­
Iocality property and thus does no more represent the original differential parabolic 
equation. 

With an initial condition V(4, 0) = I, the spatial evolution ofV(x, t) in function of time 
gives the spread of the potential with time as shown in the following figure. 

I= 0 1 2 3 4 5 6 7 8 

t= 0 0 0 0 0 1 0 0 0 0 
t= 1 0 0 0 114 1/2 114 0 0 0 
t=l 0 0 1/16 1/4 3/8 1/4 1/16 0 0 
t=3 0 1/64 3/32 15/64 S/16 15/64 3/32 1/64 0 

Figure 1: simulation of the recursive discrete eq. 3a, with d = (At/Ax2
) D = 114. The 

potential propagates with a velocity v = Ax/ At. 

With such a recursive algorithm, no non-locality occurs. The potential spreads in space 
domain at the velocity of Ax/ At. 
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4 Non-locality in Quantum Mechanics 

The non-locality property of such an incursive discrete parabolic system could be 
similar to the non-locality in Quantum Systems by micro-causal loops, where the 
duration Lit would be related to the Planck time constant tp. 

After John von Neumann, the ScbrOdinger equation is similar to the diffusion equation 
in taking an imaginary diffusion constant D = i h/2m, so eq. la becomes 

oV(x,t)/Ot = i 1i/2m <f-V(x,t)/Ox.2 (13) 

and in multiplying both members by i h, the Schr6dinger equation for a free particle is 
found 

i 1i0$(x,t)/at = - fz2/2m <f-<l>(x,t)/Ox.2 (13b) 

in defining by <I> the complex wave function. 

The matrices A and A-1 in Tables 1 and 5, are still available for the incursive 
discretization of eq. 13b, in taking an imagiriary diffusion d. 

Holistic properties of systems by non-locality could be generated by temporal 
anticipation as micro-causal loops. Why this phenomenon? 
As the spatially local incursive equation system is defined with future time duration by 
the backward derivative, the inversion of the matrix A has the effect of mixing all the 
space nodes together at the present time t. The inversion of the matrix A folds each 
space nodes to the other ones from the future time t+At to the present time t. A micro­
causal loop means that during the duration At, small duration anticipation could occur. 
This is in contradiction with Einstein causality principle but not with the Heisenberg 

principle of uncertainty At LiE 2': h. During the interval of time, At, we cannot know if 
there is an arrow of time or a micro causal loop. 
Let us remark that in a pure anticipatory duration, the time duration would be negative, 
Lit < 0, and thus the interval of energy would be also negative, LiE < 0. G. Nimtz (1998) 
obtained experimentally a signal propagating with a velocity higher than the light 
velocity with negative energy. 

5 Conclusion 

More and more authors believe that the neural brain could be explained as a quantum 
neural system. One characteristic of quantum systems is non-locality, well confirmed by 
entanglement experiments. 
This paper is an attempt to show that non-locality can emerge from an incursive discrete 
description of the cable parabolic equation used for modeling the potential in neural 
membranes. 
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