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Abstract
This paper briefly reviews the concepts of observer and emergmce as usd. in"rnodem
scientific disciplines. By using these concepts we outline the research devoted to
modelling and managing behaviours of Collective Beings, emergent from the same
agents simultaneously interacting in different ways. Collective Beings are systems in
which each interacting csmponent can simultaneously belong to differc# systems. Thc
DYnamic uSAge of Models (DYSAM) is then introduced as a tool to model and manage
Collective Beings, by using different disciptinary types and levels of description-
Keywords: collective, emergence, model, observer, systems.

I Introduction

The purpose of this paper is to sustain and propose fresh approaches in systems
sciences. At the moment it seems that interdisciplinary (i.e., dealing with the scrze
issues in different disciplines, such as adaptation, autonomy, bifurcation, dissipation and
openness in physics, biology, economics and psychology) research established in ûe
various disciplinary fields actually constitutes the entire systems research. We posit that
systems research, based on transdisciplinarity (i.e., dealing with interdisciplinary issues
per se and not from within different disciplines, such as the study of emergence) should
focus on more abstract, generalized problems able to grrre orientation to
interdisciplinary research, such as those described in chapter 4.

In the second chapter we introduce and clarifu some theoretical issues related to the
concept af observer focusing upon its new theoretical role in science, generator of
cognitive existence, rather than that of relativism as in classical approaches. In this
chapter we deal with issues such as kinds of description and levels of description;
creation and not only detection ofreality; abduction and the choice by the observer of
components assumed to be interacting to establish a system. The third chapter deals
with the process of emergence as introduced in the literature by presenting a brief
review of the principal issues, approaches and problems. This includes issues such as
so-called 'British Emergentism'; computational emergence; phenomenological
emergence; concepts of coherence and intrinsic emergence; and an approach for the
detection of the establishment of processes of phenomenological emergence. In the
fourth chapter we discuss the concepts of Collective Behaviours and Collective
Beings, systems established when the same elements play different roles,
simultaneously interacting in different ways. In this case elements simultaneously
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belong to different systems. This kind of phenomenon also occurs when elements
possess cognitive systems able to simultaneously use different cognitive models to
mutually interact. The approach, based on considering Collective Beings as systems
emerging from the same elements interacting in different ways, enables one to introduce
a new way of managing such dynamics in interactions, by considering a strategy of
multi-modelling,the so-called DYnamic USAge of Models (DYSAM).

2 The Observer

Considering the role of the observer has introduced new strategies for science. In a
simplistic approach the observer inhoduces relativism, for instance, in judging,
evaluating and measuring. Different views are then compared and compete. In
philosophy we had, for instance, knowledge-relativism, truth-relativism, cultural-
relativism and ethical-relativism. Independency from the observer was related to the
absolute existence of reality, inænded as metaphysical objectivism, in contrast to
metaphysical subjectivism related to subjective experiences (i.e., qualia, introspectively
accessible, phenomenal aspects of mental lives. See, for instance, Churchland, 1985).

In physics the term relativity is used with reference to the observer in different ways.
For instance:

- for Galileo the principle of relativity states that the laws of physics are the sarne
for all observers;

- After ttre contributions introduced by Einstein's relativity, the concept of
absolute time was no longer valid. Einstein's special relativity and general
relativity, are based on the constancy of the speed of light. Because of this
constancy it is the spacetime which must vary with reference to the observer. In
general relativity the curved spacetime introduced new ways to understand the
source of gravity. The absolute observer was deprived of absolute time.

A new theoretical approach to the concept of observer has been introduced, for
instance, by Gestalt psychologt (Wertheimer,1925: 1959; Guberman and Wojtkoski,
2001; Guberman and Wojtkoski,2O02; Kohler, 1975)b Cognitive Sciences (Anderson,
1983; 1993), and Constntctivism (see, for instance, Von Foerster, 2@3; Mahrrana md
Varela, |992;Wavlawick, 1983; Von Glasersfel{ 1995). We may slmthesize ûre corc
of the new approaches by saying that within this new framework science studies itself
and so the observer studies the observing process (Von Foerster, 2003).

For all of them the term 'observer' refsrs to a theoretical role and no longo to a
single agent developing relative points of view.

What is this theoretical role taken on by the observer2 The new framework may b
synthesized as follows. keviously, the observer was assumed to be an agent equipped
with rules to process input and tools intended, in short, for measuring, controlling and
regulating. Francisco Varela (in Von Foerster, 1981, p. xviii) names the two concepts as

"First order cybernetics: The cybernetics of observed systems.
Second order cybernetics: The cybemetics of observing systems."

The so.calledfirst order cybernetics relates to classical cybernetics (see, for instance
Asbhy, 1956; tJViener 1948; 1961) and the so-called second order cybernelrcs focuses
on the observer as an agent equipped with the ability to design new rules and not only
regulate qnd control by applying the original rules (see, for instance, Von Foerster
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1979; l98l). There are vast, related and still unexplored territories considering the role
of the observer in Quantum mechanics, Consciousness and Cognition (Vitiello, 2001).
Tlne non-objectivistic view was no longer considered as metaphysical subjectivism. Let
us now look at some other aspects of this non-objectivistic approach, based on the
observer no longer being considered as a generator of relativism, but as a reality-builder
(see, for instance, WaElawick, 1983). This approach is increasingly interesting for
designing artificial agents-observers such as robots having the purpose of inferring new
behavioural strategies (e.g., learning) in unknown environmen8 rather than by applying
inbuilt ones.

2.1fie deseriptimurnd

This relæs both to the:
a) Kind of descriptioz - refaring to differmt ways of describing a phenomenon taking

into accowrt difu aspects, i.e-, by using different disciplinary knowledge (for
instance by considering a behavioural problem to be dealt with using models related
to physics, chemisty, biolory and psychology and a company problem as
organizational, financial and marketing) or differmt cognitive models (for instance
in cognitive science thb refers to cognitive processing by using approaches and
schemas - i.e., comptrterprograms as cognitive models - to proc€ss data). In short, a
cognitive system may be assumed as a system of models interacting within a
cognitive architecture (Anderson, 1983; Anderson and Lebière, 1999).

b\ Level ofdescription - considering different levels in ahierarchical classification, for
instance, different levels of generalization. In this case the expression level of
description may refer to:

l) a generalization of the same kind of description (for instance by extending the
scale and extending the number and kind ofvariables considered) and

2) different kinds of descriptions as well, dealing with problems having different
levels of generalization, such as considering single behaviour by using
psychology and collective behaviour by using sociology. In this case it is the
kind ofdescription adopted which possesses different levels ofgeneralization.

2.2 Creation and not only daection of reality

As mentioned above, in a non-objectivistic view, so-called reality is intended
extemally (i.e., independently) uistent, silent per se, until the observer searches for it
through experiments. In this process the observer needs knowledge and objectivistic
reality as such disappears, becoming a collection of answers to experiments and inputs
to be modelled. As soon as the observer attempts to search for absolute, external
reality, the latter, as such, disappears !

Thus the observer builds, and then sees, for instance, systems, rules and
regularities, lzla phenomena. This amounts to modelling and using cognitive models.

This may be exemplified by the fact that in order to communicate, represent, evaluate,
compare, apply and so on, in short, cogrritively process something (metaphorically
corresponding to absolute reality), the agent-observer must use a language
(metaphorically corresponding to modelling by using available knowledge).
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On the one hand, so-called absolute reality when represented no longer exists as such
and, on the other hand, in order to exist for agents only able to carry out cognitive
processing, it must be represented. We may say, overall, thtt sistence is intended as
t cogditive and not as a phenomenological aspect.

2.3 Abduction

This is a logical inference following the classical Deduction and Induction.
Consider a collection of data D and that the hypothesis H may explain D. Consider

also that no other hypothesis available can explain D better than 1L The observer may
then assume that Il is probably true, i.e., this assumption is valid.

Abduction is a hypothesis inventing process which may even be viewed as a selection
amongst the most suitable ones for explaining D.

Charles S. Peirce delines his concept of abduaion in the following way.'
"Abduction is the process of forming an explanatory hypothesis. It is the only
togical operation which introduces sny new idea" (Peirce, 1998).

Quoting (Von Færster, 1979), there is no information, or anomalies in the
environment. If a given phenomenon looks strange, this only means that the theoretical
framework used to interpret this phenomenon is inappropriate. This cognitive process of
refomrulation of the model is labelled abduction, and its aim is to 'normalize'

anomalies (Andreewsky and Bourcier, 2000).

2.4 The choice by the observer of components assumed to be interacting to
establish a system

This pointrefers to different ways of representing the same phenomenon.
Depending upon the description taken on by the observer it is possible to deal wittr

what are intended tobe syslems and non-systems.
a) Syslerzs, in shor! may be intended as sets whose properties are non-linear

connbinations of properties of components (identified as such at the level of
description used by the observer). See Section 3.2.1 for the difference between
linear structured sel and systems. On this point we recall BertalanfÛ's expression
shouring his beliefthat systems erisl only in our mind: "A systern as a total of parts
with its interrelations has to be conceived of as being composed instantly" (Von
B€rtalan$', 1968), and that transformation is possible in the mind of the observer
(Guberman, 2004).

b) Non-systems, in short, may be intended as sets modelled by the observer as
indivisible unities (such as objects having functionalities). For instance:

. A ballpoint pen may be intended
- as an object (for a user) or
- as a system of interacting components (for instance for the designer).

o A device, such as a TV set, may be intended
- as an object (for a user) or
- as a system of interacting components (for instance for a technician having

to fix it).
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. An autonomous system (that is, a system provided with a cognitive system) may
be intended
- as a buyer (i.e., an agent carrying out a single role, such as an economic

transaction) or
- as a system able to play different interacting roles (i.e., buying, travelling,

using, working, etc., see the concept of Collective Being in 4.2).
We are interested in modelling systems because they relate to a higher level of

generalization, for example, the possibility for an observer to create new entities (i-e.,
anything which can be considered using a specific description) from interacting objects
having mutual relationships. This point refers to different ways of representing the same
phenomenon.

3 Emergence

The subject of emergence is present in many disciplinary approaches,
epistemologically and ontologically. It is not the purpose of this short paper to present a
complete review of these various approaches. This chapter begins with some
inffoductory historical references to the concept-

3.1 The emergence of the concept of emergence

This short historical introduction begins by quoting G. H. Lewes when, in 1877, he
introduced the concept of emergence:

'T,very resultant is either a sum or a difference of the cooperative forces; their
sum, when their directions are the same - their difference, when their directions
are contrary. Further, every resultant is clearly traceable to its componenB,
because tnese are homogeneous and commensurable ... It is otherwise with
emergence, when, instead of adding measurable motion to measurable motion,
or things of one kind to other individuals of their kind" there is cooperation of
things of unlike kinds... The emergent is unlike its components in so far as these
are incommensurable, and it cannot be reduced to their sum or their difference"
(Lewes, 1877,p.414\.

Reviews on emergentism usually start by focusing on the so-called British
Emergentism (see, for instance, Mclaughlin, 1992) of the late-nineteenth and early-
twentieth centuries. It should be noted that at this time the concept was present in the
fields of chemistry and biology. The concepts of emergentism were those used to
confute reductionism, i.e., the assumption that principles oî higher level sciences were
reducible to those of lower level sciences, such as biology to chemistry and chemistry to
physics. The subject was extended to consider processes of life reducible to physico-
chemical processes or established by higher level processes. The so-called vitalists
postulated the existence of a primitive substance responsible for guiding life processes
such as regeneration and embryonic development. Emergentists established a new
approach, different from vitalism, but assumingthe non-reducibility of life processes.

A couple of references and quotations may give an idea of the debate. J. S. Mill in
1843 presented his view on the subject in the book 'System of Logic' (Mill, 1843):
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"All organised bodies are composed of parts, similar to those composing
inorganic nature, and which have even themselves existed in an inorganic state;
but the phenomena of life, which result from the juxtaposition of those parts in a
certain manner, bear no analogy to any of the effects which would be produced by
the action of the component substances considered as mere physical agents. To
whatever degree we might imagine our knowledge of the properties of the several
ingredients of a living body to be extended and perfected, it is certain that no mere
summing up of the separate actions of those elements will ever amount to the
action of the living body itself." (Mill, 1843, Ch.6, $1).

ln 1923, C. L. Morgan first introduced the concept of 'emergent evolutionism'
(Morgan, 1923). In 1925, C. D. Broad in his book 'The Mind and Its Place in Nature'
(Broad, 1925) discussed not only the Mechanist-Vitalist controversy, but the more
general and theoretical question related to the reducibility of special sciences to the
more geneml sciences (e.g., biology to chemistry, chemistry to physics). He wrote:

"[One] wonders whether the question ought not to have been raised long before
the level of life ... The question: Is chemical behaviour ultimately different from
dynamical behaviour? seems just as reasonable as the question: Is vital
behaviour ultimately different from non-vital behaviour? And we are much more
likely to answer the latter question rightly if we see it in relation to similar
questions which might be raised about other apparent differences of kind in the
material realm." (Broad, 1925, p. 44).

The subject took on a philosophical aspect when dealing, for instance, with issues
such as mind nd consciousness (see, for instance, Humphreys, 1996;1997a; 1997b;
Kim, 1993; 1996; 1998; Lowe, 1993; Silberstein,l998). Other issues relate to the
difference, in epistemological emergence, between weaker znd strong emergence, as
introduced by Mark Bedau (Bedau, 1997):

tr strong emergence is closer to the British Emergentism mentioned above and
relates to the non possibility, wen in principle, to deduce a high level
phenomenon frorm a lower level domain;

o weaker emergence relates to the fact that a certain phenornenon is urqected
with reference to a lower domain. Another way of undersunding a weaker
emergent stote is to consider it as a macroscopic state which could be derived
from knowledge of the dynamics of tlre system and of externâl conditions only
by using processes of simulation, i.e., by modelling and reproducmg all the
interactions. This would include, for instance, chootic phenmrena

Another issue relates to ontological emergmce (see, for instance, Silbsstein" 1999).
ln this paper Silberstein considers ontological em€rgence zs an irreducible relational
holism. In this view an ontologically sm€rgent phenomencn camot be anatyscd into
'elernents' and the extrinsic relationships between them. In onlological emergelroe
elements are definable onlybecause they are related to each other.

3.2 Computational and phenornenological emergence

The purpose of this short paper is to focus on some general and usually coûlmon
aspects ofemergance used in various approaches relating to collective behaviours such
as, for instance, in physics, biology, economics and artificial intelligence.
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In short, processes of emergence may be considered as taking place in two ways:
E so-called computational emergence when there are unexpected effects by using

a specific model (e.g., the 'Three Body Problem', deterministic chaos);
o so-called phenomenological emergence when the observer must change the

model, i.e., abduce a new one, dealing with an evolving phenomenon (e.g',
collective behaviours in physics, biology and economics).

. Let us now consider more specifically the two cases.

3J.l Computational emergence

rJVe define linear structured set as a set whose properties arc linear combinations of
the properties of componenB (identified as such at the level of description used by the
observe). We recall tbat a linÊar firnction{x) satisfies the following two properties:

o Additivity: .frx + y') :.fix) + fu\. In mathenlatics, addition and multiplication are
associative. subtraction and multiplication are not. For instance: (a + b) + c : a
+  ( b + c )  s n d  ( a - b ) - c  *  s -  ( b - c ) .

o Homogeneity: ,(ar) -- q;{x) for every a. [n mathematics, examples of non-
commutative operations are subtraction (c - â), division (a/b), exponentiation
(a), ftrnction composition (f o g), and the conditional operator since if p then q
is not equivalætto f C then p.

Because properties of linear stntctured sels a.re linear combinations of the properties
of the componetK, they are not emergent- As examples we recall any classical optical
system, which does not include fluorescent parts, networks of amplifiers and filters. The
final behaviotrr may always be determined a prtort.

In the literahrre two components are assumed to interact when the behaviour of one
influences that of the other. More precisely, two components interact when the output of
one ̂ retr the parameters of the other. We define system as any non-linear structured set,
i.e., sets whose properties are non-linear combinations of properties of their
components (identified as such at the level of description used by the observer). We
mention the case where properties may be established both by linear and non-linear
composition of the properties of the components. By considering additivity and
homogeneity it is easy to show that linear compositions of non-linear compositions are
non-linear compositions and non-linear compositions of linear compositions are non-
linear compositions. The interactions of components makes a linear description
impossibleper se. A classical example is Watt's regulator.

In this case, considering the evolution of the system, we have two possibilities.
l. The final behaviour may be determined a priori;
2. In principle the final behaviour may be not determined a priori, for instance, it

is impossible to obtain an algorithm able to deterministical/y compute the final
evolutionary state of a Cellular Automaton, without computing a// discrete
intermediate states; when there are unexpected effects by using a specific model
(e.g., the case of the 'Three Body Problem', see Barrow-Green, 1996); in the
case of chaotic behoviour referring, for instance, to a) determinisric chaos
(Lorenz., 1963), characterized by long-term unpredictability and sensitivity to
the initial conditions, and b) stochastic chaos (Freeman et a1.,2001), due to
external or inner sources ofnoise.
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In the second case there is computational emergence.

3.2.2 Phenomenological emergence

In this case the concept of emergence may be introduced as:
. a process of formation of new self-organized (in literature self-organization is

identified with the so-called order-disorder transitions, establishing, within
suitable boundary conditions, ordered frameworks as systems, such as
ferromagnetism and superconductivity, see the following point) collective
entities from the coherent behaviour of interacting components (e.g., flocks,
automobile traffrc, laser light);

o a process which can be considered as observer-dependent only, that is, by
considering that

- collective properties emerge at a level of description higher (i.e., more
abstract) than that used for the components;

- collective properties are detected as new bythe observer, able to detect the
establishment of coherence on the basis of the cognitive model used.

The role ofthe observer is related to the subject ofthe previous chapter.
The concept of coherence is used in this case not as in logic' by referring to

logicat inferenceso brt, we may say' from a phenomenological viewpoint. For
instancg a collective behaviour is not established by the behaviour of components
sssumed to be coherent a priæi because they follow a rrle, but it is up n the
observer to realize a pbenomenon as a collective behaviour and disaggregate and
partition it into the behaviour of what the observer identifies as components. In
this view ît is the phenomenon deftnîng coherence in the mind of the obsemer and
not rice ua.:sa. Although different definitions of emergence exist in the literature, there
is agreemcnt by most researchers on four fundamental aspects of processes of

crgcnce @aas, 1994; Baas æd Emmeche, 1997; Bedau, 1997; Coming, 2002;
Crutchfiel4 1994a;konaldet al., 1999; Rueger,2000; Pessa, 2006):

l. Possibility to describe, spedry, and measure interactions between components, i.e.,
how one 's output sets the parameters used by anotrer;

2. Existence of intrinsic fluctuations of various origins (stochastic noise, chaotic
behaviour, qranfirn-like phenomena);

3. Ofpnness ofthe system of interacting components. The system must be open with
respect to the external avironment, by distinguishing thermodynamic, logical and
parametric openness, see Minati et al., (1998). Logical opnness, for instance, is
necessary for the contimtous process of modelling by the observer.
Thermodynamic openness is necessary for the survival of the emergelt coherent
entities, by allowing for contributions from the external environment (e.g., as a
source of energy and as a medium for conveying information;

4. It occurs at a level of description higher than that used for individual components.
Emergence (Coming, 2002; Minati, 2001; Pessa, 2002) is not intended as a process

taking place within the domain of any discipline, but as transdisciplinary modelling
nsaningful for any discipline.

It is important to note that the traditional tools used for dealing with systems from
Dynamical Systems Theory are unable to deal with the problems related to emergent
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behaviours and, as we will see, are related to Collective Beings (see 4.3). As we know
there is an intense discussion in the scientific community about the concept of
emergence (see, for instance, Pessa, 2002). Here, it is worth mentioning the
classification introduced by J. P. Crutchfield (Crutchfield,1994a;1994b), distinguishing
befween three kinds of emergence:

a) intuitive (or naïve) emergence, when the attribute 'emergent' is intended as
synonymous with 'impossible to foresee, new, unexpected';

b) patternformation, when the process of emergence consists in the occurrence of a
new structure as a consequence of the model adopted. The pattern comes from
making explicit the usually non-ffivial dynamics already implicitly contained from
the start, in the laws and the constraints adopted, for instance the solution pattems
arising from bifurcation phenomena in systems of differential equations. This is
the case of the so-called Dissipative Structwes (Prigoginq 1967; Prigogine and
Glansdorff, 1971). With regard to this, it should be noted that in physics, thanks to
the works of I. Prigogine (Nicolis and Prigogine, 1977\ and H. Haken (Haken,
1983), processes of emergence have been considered equivalent to the so-called
order-disorder transitioru. Those processes were identified a,s self-organization
processes (Holland, 1998) and the terrrs emergence and self-organization
considered as synonyms. Another example is that of morphogenesis by difusive
instability (Turing, 1952) re-elaborated, for instance; as agent-based models of
patern formation by E. Bonabeau (Bonabeau, 1997) and D. Dubois by
introducing the concept of dffisive choos (Dubais, 1998).

c) intrinsic emergence, when the occrrrrence of behavioural patterns cannot in
principle be foreseen in advance by relying only on the laws and the constrainB in
use. In distinguishing paltern formation and in*insic etnergence Crutchfield
refers to the emergence of features conferring additional functionalities to the
system in which the process takes place, such as global compubtional features as
in Collective Intelligence or Swarm Intelligence (Bonabeau et aL.,1999; Franks ef
al., 1991; Millonas 1993a;' 1993b; Theraulaz et al., 1990; Theraulaz and
Deneuburg, 1994), when the system is able to do what single agents can not.

The notion of intrinsic emergence' is more powerful than the notion of 'pattem

formation'. In the latter case it is always possible, by using suitable mathematical tools,
to foresee the pattems arising as a consequence of a given law and/or of given
constraints. However, such mathernatical tools ffe not sufïicient for forecasting the
patterns occurring in a situation of intrinsic emergence'. In the case of pattem
formation the complexity consists only in making explicit information already present
in an implicit format. When dealing with complex systems we are forced to rely only
upon the notion of intrinsic emergence'. We will not discuss here the approach
introduced by the physicist W. Anderson (Anderson, l98l; Anderson and Stein, 1985)
for which the focus is upon processes of spontaneous symmetry breaking dealing with
special features occurring within the quantum-mechanical framework.

3.2.3 Detecting the establishment of processes of phenomenological emergence

Regarding detection we mention, amongst other approaches, those in Bonabeau and
Dessalles (1997), a criterion based upon a suitable measure of the variations of
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ergodicity of the system under study (Minati, 2002;Minati and Pessa, 2006). As is well
known, a system, described at a microscopic level as an assembly of mutually
interacting elementary components, is ergodic when the average, at a single instant of
time, of all microscopic behaviours present within the system, is equal to the time
average of the behaviour of a single component.

Normal systems can be considered ergodic systems, in which it is possible to apply
the traditional methods of statistical mechanics, in order to connect in a clear way the
microscopic features with the macroscopic phenomenology detected through
experimental observations. This phenomenology consists in a relaxation process
towards a stable equilibrium state, in which the macroscopic features of the system can
be observed with the minimum possible uncertainty. As is well known, the property of
ergodicity is completely lost during a structural change or a phase transition. On the
basis of this observation, by detecting an increase in ergodicity (measured in a suitable
way) within a system it is possible to recognize that it is evolving from a structure
towards a new form of equilibrium, emergent from the previous state. It is up to the
observer to realize this process as a process of emergence and not on$t ts a
structural change.

4 Collective Behaviours, Collectïve Beings and the Dynamic Usage of
Models (DYSAM)

This chapter introduces the concept of Collective Being from that of Collective
Behaviour, and the Dynamic Uscge of Models from Machine Leaming, Ensemble
Learning and Evolutionary Game Theory.

4.1 Collective Behaviours

As it is well known from the literanne, fie expression Collective Behoviour relates to
non-linear phanomena involving a macroscopically large nurnber of particles ol agents
establishing a coherenl behaviour (see 2.2.2). It relates to proc.ess€s (e.g., the formation
of ecosystems) which occur not due to an explicit design regarding roles and firnctions
of agents (e.g., prey, predator), but as a consequence of their interaction (e.g., flocks),
evel when structured in specific fimctions and roles such as in ant-nests (see, for
instance, Bonabeau et a1.,2000; Mikhailov and Calenbuhr,2û02).

Examples of Collective Bebaviours in physics have been observed in condmsed
matttr, especially as a consequence of phase transitions, srch as in the process of the
establishment of ferromagnetism and superconductivity. \Vith refenence to fu
concepts introduced above (see 2.2,2.3 and notes on coherence in 3.2.2) and by
distinguishing between the detection of effects and modelling of the processes
establishing the detected effectg the process of the establishment of collective
behaviours is a process of emergence, observer-dependent. The cognitive æistence
ss collective behavbur is emergent.

When considering Collective Behaviours established by agents provided with
cognitive models, it is possible to distinguish between two different kinds of collective
behqviours:
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- that occurring for instance, as a consequence of cooperative/competitive
processes amongst populations (such as the balance between prey and predators)
of different types, leading the synergic effects to the formation of ecosystems;

- that emerging from interactions between agents of the same type for which it is
possible to presume behaviours based on the same cognitive model.

4.2 Collective Beings

Collective Beings have been introduced (Minafi, 2001; Minati and Pessa, 2006) as
particular systems in which the multiple belonging of components, agents equipped
with a cogni6ivs system, is active, that is, depending upon the cognitive models adopted
fm treir interactions. The concept of Collective Being refers to the fact that the same
comp,oneuts of a system nwy simultaneously cr dynanically give arise to diferent
sy$ems. The emergence of Collective Beings is related particularly to two quite general
lcinds of processes of ernergence bking place from interactions between agents provided
with a cognitive system:

D In a context havmgfned evolutionary rules, interacting agents, using the saze
cognitive model, make emergent collective behaviours establishing both
cooperative and competitive effecB (i.e., co I lective nest-building);

o In a context having variable evolutionary niles, i.e., when agents are provided
with the same cognitive system, and are also

(a) able to play different rules at the same time or
(b) able to play different rules at difierent times.

The latter systems may be modelled as being equipped with dilferenl copitive models
simultaneously or dynamicolly ased to perform cognitive pmcessing, such as making
decisions. By considering Human Sociol Systems the difference between the two ways,
i.e., simultaneously or dynamical/y performing cognitive processing, is not given by an
objectivistic property of the system, but rather by the role assumed by the observer-
agent. For instance, in systems such as attendance, families, markets, passengers,
queues, sports teams, telephone networks, traffic systems and workplaces, it is up to the
observer-agent to decide to act by considering his/her multiple belonging in a
simultaneous or dynamical way.

4.3 Dynamic Usage of Models (DYSAM)

We need to point out, first of all, how the concept of DYSAM is based upon
approaches already introduced in the literature having as a common strategy not to look
for only one, single, optimum solution. The first approach to be mentioned is surely the
well known Bayesian method, a statistical treatment based upon a conceptual
continuous uploring of the events occurring within an environment. This approach is
based on the Bayes theorem, named after Thomas Bayes (1702-1761). [t states that the
probability of I given B is equal to the probability of A times the probability of I given
I divided by the probability of B: P(AIB) : P(A)P(B\A)/P(B).

Another approach is Peirce's abduction, a hypothesis inventing process already
mentioned in Chapter 1. Other approaches to be mentioned are, for instance, Machine
Learning, Ensemble Learning and Evolutionary Game Theory.
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The concept of Dynamic Usage of Models (DYSAM) (Minati, 2001; Minati and
Brahms, 2002; Minati and Pessa, 2006) relates to situations in which the complexity of
the system is such that it is impossible, in principle, to completely describe it using a
single model or a sequence of models, each of which is a refinement of the previous
one. This situation occurs when the process of emergence enables the dynamic
establishment of different systems, such as Collective Beings. Such a case has never
been taken into consideration within the framework of classical scientific inquiry
because the systems studied were so simple (such as a moving electrical charge or a
planet revolving around the sun) that the usage of a single model was sufficient to
describe their behaviour. In this case the problem is rather the choice of the best, the
most suitable model, under the assumption that the problem has one solution and that
the best solution exists. Within the framework of the new approaches used in many
scientific fields, we now know that such a simplistic situation does not occur.

It must be stressed that deding with different simultaneous systems calls for a
simultaneous usage of different kinds and levels of description. This is the
conceptual framework of DYSAM. DYSAM does not refer to the availabitity of
dilferent theories for dealing with phenomena, such as in physics with classical and
quantum theories: in this case the perspective is tbe unification of theories.

5 Conclusions

We have introduced here a brief review of the concepts of observer znd
emergence (in particular computationol and phenomenological ernergence). On this
basis we have mentioned the novel concept of Collective Being and a related
methodological approach (DYSAM) as introduced by Minati and Pessa (2006).

In our view these concE)ts should be tsken into account in modern and fresh
ryprooches to systemic issues going beyond older objectivistic and observer-
ùdependent frameworks still being used in systems reseorch.

'What is it possible to fu now, following flre introduction of the concepts of
Cotlectirc Being md DYSAÀ{ which was not possible before? As introduced in this
p4er ûre concept of Collective Being relæes ta sirmtltaneous roles for cornpments. It
refers to influencing and managing the behaviour of one system by acting on the
behaviour of others established by ûe sdne components having multiple roles, rather
dran by acting, as is usually done, upon the interaction between systems. This concept
and the related DYSAM methdolory are very important for denlfury with complex
systems having features establisbed by the multiple roles of components and by the
nailtiple roles of systems acting as components at a higher level raher than as sub-
systems. This is the case, for instance, when modelling and simulating

o social systems where a social designer may establish or detect processes of social
manipulation (see Minati, 2006);

tr corporations where classical approaches based upon optimisation and organised
sub-systems, without taking into account processes of emergence, are not
effective:

u multi-layered networked systems such as the lntemet, where unexpected usages
continuously emerge;
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É cognitive systems; with reference to memory as implicitly introduced by Tulvin
(198s).

DYSAM refers to the simultaneous use of different kinds and levels of
description for the same phenomena, such as considering a behavioural problem as
biological, neurological, social and psychological. In the DYSAM fiamework, one is
not forced to select a single model, but can use them simultaneously by using different
approaches. Both the concepts are of interest, for instance, for designing agents
equipped with artificial cognitive systems for undertaking complex tasks, such as robots
dealing with learning, making decisions not as selections, but creating multiple
scenarios of unknown environments. A model of DYSAM based upon Artificial Neural
Networks has been presented by Minati and Pessa (2006).
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