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Abstract 
Artificial agents societies are well suited to design and implement open distributed 
systems. As the complexity of such systems grows, the design of agent societies with a 
complete pre-defined behaviour is a significant challenge due to the dynamic 
interactions among agents and between agents and the environment. To overcome 
existing difficulties, agent systems with emergent behaviour are a fertile area of 
research and span a large range of applications. The paper presents an analysis of the 
anticipatory capabilities of multi-agent systems endowed with emergent behaviour, by 
considering both reactive multi-agent systems and cognitive multi-agent systems. Our 
approach in analysis is driven by the different levels on which predicted behaviour can 
be achieved and is illustrated by two scenarios, one for each case of agent system, 
grounding the view for the cognitive case in our previous related work on self
organizing systems with cognitive agents. 
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1. Introduction 

In open systems, situated agents are evolving in a continuously changing 
environment that requires adequate behaviour and responses. In this context, the design 
of agents and multi-agent systems with a complete pre-defined behaviour is a 
significant challenge due to the complex possible interactions among agents and 
between agents and the environment. To overcome existing difficulties, agent systems 
with emergent behaviour are a fertile area of research. Several definitions of emergence 
exist but none is yet generally accepted. Most of the time, emergence is defined by its 
effect as the resulting properties of a system that are not captured by properties of the 
parts, such as the formation of patterns in the structure or behaviour of the overall 
system. 

Current work on emergent behaviour in multi-agent systems is mainly focused on 
properties and behaviour in systems formed of a large number of reactive agents. 
Reactive agents have simple behaviour and need very limited computational capacity, 
while emergent functions may be more complex and the structure is robust. However, 
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limitations regarding deliberative capabilities and adaptation do not always make 
reactive multi-agent systems a suitable choice for modelling complex problems. 
Cognitive agents explicitly represent their knowledge and beliefs, have goals they desire 
to fulfil , make plans and take action in order to fulfil them, and may be endowed with 
elaborated reasoning mechanisms. Recently, there is a growing interest in the design of 
cognitive multi-agent systems with emergent behaviour, in which pre-defined properties 
and functionality is gradually enriched with emergent behaviour. Both at the level of 
reactive and cognitive multi-agent systems, anticipated behaviour of the system and of 
the individual parts is a cornerstone in the design of such systems, as emergent 
properties may be either desired or undesired ones. 

There is a large range of applications for such systems, especially in distributed 
solutions built up with nodes having a significant degree of autonomy. Among these, we 
can mention grid computing systems, loosely-coupled distributed data storage featuring 
caching and replication, P2P systems, web applications, including information 
searching and filtering. Using agents to model and implement such systems is a good 
choice considering the flexibility and dynamic character of the paradigm. Cognitive 
agents with emergent behaviour, for example, need not be very heavy and such systems 
may be implemented even on small devices, like the ones used in pervasive computing 
and sensor and actuator networks. Even if the agents are light, like the reactive ones, the 
emergent behaviour may still be sufficiently complex. 

The work presented in this paper provides a brief overview of artificial multi
agent societies with emergent behaviour and an insight into the anticipatory capabilities 
of multi-agent systems endowed with such behaviour, by considering reactive multi
agent systems, cognitive multi-agent systems, and different levels of analysis of the 
predictive ability and anticipated behaviour of such systems. The analysis takes into 
account both the "self' view of one agent as regarding properties and behaviour, and the 
observer's view, focused on whether the system satisfies or not the desired behaviour. 
For both types of agent societies, reactive and cognitive, the paper proposes a view of a 
system endowed with emergent behaviour and anticipatory abilities. 

The paper is structured as follows. Section 2 presents an overview of the concept 
of emergence, systems with emergent behaviour, and why prediction is important in 
such systems. Section 3 deals with the emergence in reactive agent systems and 
implications of emergent properties on the predictive ability of the system, if any, while 
Section 4 describes emergence in cognitive multi-agent systems and analyses different 
levels of anticipatory capabilities of the system. Both Section 3 and 4 propose a model 
in which the prediction of emergents can be identified, and present associated case 
studies. Section 5 is devoted to conclusions and further work. 

2. Emergence, self-organizing systems and anticipation 

The notion of an emergent effect was first proposed in 1875 by the philosopher 
George Lewes [JO] to describe non-additive effects of causal interactions, to be 
contrasted with resultants. Several other theories of emergence appeared since then, in 
which the concept of emergence as a relation between simultaneous causes and their 
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joint effect was translated to consider the upward causation of composition. Nowadays, 
emergence theories are mainly focused on properties rather than dynamical interactions, 
by considering the relationship between components and the whole they compose. This 
view on emergence was held in contrast to reductionism mechanism, the ideal that all 
apparently different kinds of matter are the same stuff, differing only in the number, 
arrangement and movement of their constituent components [19]. 

Throughout recent literature, there have been many attempts to define emergence; 
however, to the moment, none of the definitions is generally accepted. A simple 
definition is that "emergence is the concept of some new phenomenon arising in a 
system that wasn't in the system's specification to start with" (21]. A more elaborated 
definition is based on the fact that emergence needs two levels of perspective: the 
inferior, or micro-level of the individual entities, and the superior, or macro-level of the 
whole system. Considering this view, "a system exhibits emergence when there are 
coherent emergents at the macro-level that dynamically arise from the interactions 
between the parts at the micro-level. Such emergents are novel with respect to the 
individual parts of the system" [4]. The "emergent" in this definition is a general 
concept that denotes the result of the emergence, which can be a property, a structure, 
behaviour, or some other phenomenon. 

The emergence of order and structures in nature can be explained by the dynamics 
and attractors of complex systems - systems composed of a large number of interacting 
individual entities [ 1, 11]. They result from collective patterns of interacting elements in 
the sense of many-bodies problems that cannot be reduced to the features of single 
elements in a complex system. Interactions among many components in complex 
systems often have synergetic effects, which can neither be traced back to single causes 
nor be forecasted in the long run or controlled in all details . Obviously, self
organization leads to the emergence of new phenomena on sequential levels of 
evolution. Nature has demonstrated that self-organization is necessary, in order to 
manage the increasing complexity on these evolutionary levels. 

Based on the definitions above but also on some other definitions [ 4, 8, 9), there 
are some important features of emergence that can be identified: 
• emergence occurs out of the interactions between the parts of a complex system; 
• emergence is defined in relation with two levels - it is manifested at the higher level, 

arising from interactions at the lower level; 
• the representation of the emergent cannot be reduced to the specifications of the 

individuals; 
• emergents only arise after a certain time in which the system has evolved; 
• once they occurred, emergents will maintain identity over time; 
• emergents arise without any centralised or exterior control; 
• the emergent phenomena are robust and flexible, i.e. , they are not influenced by 

damage on the system. 
Considering the large scale distribution and complexity of current interconnected 

computing systems, it became apparent that pre-programmed models of behaviour and 
communication will be inadequate. In this context, the modelling and design of artificial 
systems with emergent behaviour became a prevalent interest in both scientific and 
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industrial cornmumt1es. For the multi-agent systems community, emergence is 
interesting because it can produce, at a higher level (the level of the system), properties 
that are not explicitly needed or implemented at the lower level (the level of the 
individual agents) . In the study of agent systems, emergence is almost always related to 
the notion of self-organisation [9] - the organisation of the system emerges dynamically 
from interactions among agents, with no external or centralised control , resulting in an 
organisation that is robust and redundant. 

Since its application to designing artificial systems, emergence has been mostly 
explained in terms of levels of observation, by identifying two levels of description: the 
micro-description, namely the description of the system entities, and the macro
description, namely the description of the system as a whole. If the micro-description is 
clear as being the design of the individual parts of the system, the macro-description, 
however, is difficult to define. 

Randles et al. [ 17] say that the vital part of an emergent behaviour system is the 
observer who is capable of detecting the features of the system and from whose 
perspective the macro-description can be created. If the micro-description is clear once 
the individual entities have been designed, there may be more that one macro
description to describe the resulting behaviour of the system [6], so there is a need to 
find a reasonably good theory [21] that is equally explanatory and predictive. 

Some other authors claim that this approach has led to confusion and replace the 
idea of level by a framework of scope, resolution and state, in which emergent 
properties are determined by the relationship between the scope of macro-state and 
micro-state descriptions [19). This approach would establish a normative definition of 
emergent properties and emergence that makes sense of previous descriptive definitions 
of emergence and sheds light on which classes of emergent properties are epistemic and 
which are ontological. 

From the point of view of a system designer, emergence is important because it 
allows obtaining, as the system output, a behaviour or function that is of higher level ( or 
complexity) than the specification of its components [7]. The difficulty rests in 
determining how an emergent function can be obtained and how the system can be lead 
to obtaining the desired emergent function (20] . 

We can certainly claim that the anticipated behaviour of an artificial system with 
emergent behaviour is a cornerstone in the design of such a system, as emergent 
properties may be either desired or undesired ones. As stated above, a design engineer 
would want to know how an emergent property can be obtained in relation to the design 
of the interacting components and how he/she can guarantee that the desired property, 
placed on a higher level of description and/or complexity, will effectively emerge. 

There are several definitions of anticipation, among which we quote: "An 
anticipatory system is a system whose current state is determined by a future state. The 
cause lies in the future." [18]. An anticipatory system may be difficult to model, since 
the value of its current state would be determined by the value of a future state. 
However, from the point of view of the designer and looking at the anticipatory system 
behaviour, one can circumvent this problem as follows: a behaviourally anticipatory 
system can have, at time t, one or more predicted model(s) of itself and/or of its 

6 



environment at time t+n. Hence, at time t, its next state can depend on the current image 
of the predicted model (at t+n) of its state and/or its environment. Since the current 
image, at time t, of the predicted model of itself and/or of the environment is well 
specified, the next state can be calculated without any contradiction with causality [15). 

In what follows, we shall take this view of anticipatory systems, namely 
behaviourally, and try to shed light on the predictive abilities of multi-agent systems, by 
separately considering systems formed with reactive or cognitive agents. Our analysis is 
mainly driven by the designer point of view and puts forward a model in which we 
attempt to reconcile both level/observer and the scope/resolution view of emergent 
behaviour systems. 

3. Emergent behaviour in reactive agent societies 

3.1 Emergence in reactive agent systems 

In the field of multi-agent systems, emergent behaviour has been analysed mostly 
in the context of systems composed of reactive agents. This is because, on one hand, 
they are inspired by natural systems composed of simple individuals that act reactively 
and interact mainly by means of their environment [13) and, on the other hand, because 
reactive agents are easier to implement and study. Moreover, the simplicity of reactive 
agents makes them adequate for very small devices, with low computational power, like 
low-power sensors that form sensor networks, or particle computers [12]. 

A reactive agent system may be formally defined as a tuple, where E is the set of 
states of the environment, P is the set of precepts the agent can get from the 
environment, Ac is the set of actions an agent can execute, and Mis the set of messages 
the agent can send to other agents: 

RA= (E, P, Ac, M, perceive, act, interact, change) 
perceive : E ➔ P, act : P x M [ x M x ... x M] ➔ Ac 
interact : P ➔ M [ x M x .. . x M], change : E x A x A x ... x A ➔ E 

In reactive agent systems, the emergent organisation is, most of the time, of a 
physical (in the sense of spatial or space-related) nature. This is not very unexpected, as 
the language of the individuals composing the system is also space-related: it describes 
movement, position, and direction. The emergent property or behaviour, although novel 
and possibly unexpected, is not of a different nature than the properties and behaviour 
of the individual entities, it is just of a higher level. The advantage of obtaining an 
emergent pattern is that the agents do not need to be aware of the structure in order to 
form it. Moreover, self-organised structures have the properties of flexibility, 
redundancy and robustness - no individual agent is absolutely necessary to the structure 
and reduced damage to the structure has no permanent effect on it, as the agents 
reorganise and form the same pattern again. It is important to observe, however, that the 
resulting structure is always implicitly described in the behaviour of the individual 
agents that form it [12]. Still, explicit structure and organisation awareness would 
indeed need agents with better capabilities of representation and memory. 
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3.2 Predictive ability of reactive emergent behaviour 

Following the definitions of emergence presented in Section 2, it is natural to say 
that the key feature of a system with emergent behaviour is that the emergent becomes 
apparent or observable. The question to be asked is "apparent to whom/what?" or 
"observed by whom/in what way?" Sharing the view presented in [17), we state that an 
observer is an important part of any system seeking to engineer or make use of system 
emergence. Therefore the observer, or the system designer, situated outside the agent 
society, is certainly the one to whom the emergent should be apparent or observed. This 
is a common feature of both reactive and cognitive agent systems with emergent 
behaviour. However, as opposed to [17) and as it will be shown in the next section, we 
claim that the cognitive agent itself, based on its high-level representation capabilities, 
is able to detect and exploit in a predictive manner the emergent of the system or, at 
least, the emergent behaviour from its self point of view. 

Figure 1 describes a view of reactive agents in which the agent society and the 
system model are decoupled. The agents are simple entities, as stated in the previous 
section, while the system model is accessible to the observer or system designer. 
The designer observes the behaviour of the entire system and compares it with the 
predicted ( or desired) behaviour that is anticipated based on the system model. 
According to the results of this evaluation, the observer will be likely to operate 
modifications in the system model so as to correct the observed behaviour in case it is 
not according to the predicted one. 

Emergent 
behavior 

0 

Reactive agents 

0 0 

0 

0 0 

0 0 

0 

0 

Environment 

Reactive level 

predicted 
behavior 

Cognitive level 

Figure 1. A view of a reactive agents system with emergent behaviour 

The reactive system is placed at the reactive level, with no capacity to represent 
knowledge of a self model. It can be safely stated that the reactive system with 
emergent behaviour has no anticipatory capabilities, as it can not take into account its 
emergents while continuing to function . The designer or observer is placed at the 
knowledge level. Based on the system model, he/she is able to predict the emergent 
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behaviour of the reactive system; however, as with any prediction, he/she may be 
wrong. 

Some comments have to be made. First, it is supposed that the system is 
observable by the designer. Second, it is supposed that the designer has full control over 
the agents in the society and that he/she is able, by modifying the model, to alter the 
agents' behaviour accordingly. This last supposition is true in general, as systems with 
reactive agents are usually closed, conceived and implemented by one designer. 

In what follows, we shall illustrate the ideas for a simple model of reactive agents, 
namely the "Game Of Life" Cellular Automaton [5] - CA. The CA is specified as a grid 
in which each cell can be "alive" or "dead." Alive cells die if the vicinity is under 
populated or overcrowded. Dead cells become alive if the number of alive neighbours is 
just right. In a reactive agent system modelling the CA, each agent manages one cell in 
the environment - a set of m x n cells in a state of "alive" or "dead." An agent at 
position x; y is able to perceive, change, and broadcast the state of its cell. Using the 
general definition of reactive agents given in the previous section, we can describe the 
game of life in the following way: 

CA = (E, P, Ac, M, perceive, act, interact) 
E= {O, 1, .. . n} x {O, 1, ... , m} x {dead, alive} 
P = { dead, alive} 
Ac= { die, live} 
M={0,l} 

The current behaviour of the CA system may be specified by a set of simple rules, 
implemented in each reactive agent - the rules are labelled according to whether they 
are rules for being or becoming alive (RA), or dead (RD), respectively. 

RA 1: ifperceivex,y = alive then interactx, y = 1 
RA2: if perceivex, y = alive and s = 2 then actx, y = live 
RA3: ifs = 3 then actx, y = live 

RD 1: if perceive", y = dead then interactx, y = 0 
RD2: if perceive", y = dead and s < 3 then actx, y = die 
RD3: ifs > 3 then actx, y = die 

where s = ~)nteractx,y 
x,y.neighhor 

In the case of the CA, the most quoted emergents are the patterns formed by living 
cells, the typical ones being the gliders - dynamic structures of cells that advance across 
the grid. However, there is another emergent that is not usually mentioned: the 
conservation of the cell population. Depending on the rules for the cells and on the 
initial number and distribution of the cells, the population may eventually become 
extinct, may remain constant in size or may grow to cover the whole grid, uniformly. 
Other significant factor that may alter the system emergent behaviour is the predefined 
order of applying the rules (rule selection strategy). In the example above, ifs= 3, both 
RA 1 and RA3 can be applied if the agent is alive, or RD 1 and RA3 if the agent is dead. 
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The order of applying these rules has influence on the emergent properties and can be 
altered by the designer only. 

Therefore, the emergent properties are not implemented in the cells, but they 
result from the rules and associated parameters, like the initial distribution, threshold for 
living or dying, etc. All those parameters are fixed by the observer/designer, who holds 
the predictive power over the system behaviour. If the observed behaviour is not similar 
to the predicted one, the designer will change the rules, rule strategy and/or initial 
parameters. 

4. Emergent behaviour in cognitive agent societies 

4.1 Emergence in cognitive agent systems 

In reactive agent systems, the agents are simple computing units, with no capacity 
to represent knowledge or reason about their behaviour. In such a system, the emergent 
is strongly related to the possible (simple) actions of agents and to the (simple) 
interactions between agents. If the system is formed of agents that can move around, 
change state, and are attracted or rejected by other agents, the result is a certain structure 
formed by the agents, with a certain distribution of agents in a certain state. If the 
system contains agents that can move and have a notion of direction, the result may be a 
certain behaviour and a global invariable direction in a certain space. 

Compared to reactive agents, cognitive agents have several additional features: 
capacity to represent, at a symbolic level, knowledge, beliefs, plans, and goals or 
desires, ability to reason, act autonomously and pro-actively for accomplishing their 
goals. In the cognitive case, instead of simple properties like position and state, agents 
hold knowledge and belief bases, which usually contain information about the agent 
self, the environment, and other agents (called sometimes acquaintances), and are 
capable of high level interactions, such as speech-act performatives, negotiation, 
cooperative plan formation, etc. 

In our previous work [14], we have analysed the emergent capabilities of 
cognitive multi-agent systems and we have shown that such systems are capable of 
complex emergent behaviour, based and triggered by the mere high-level properties that 
they have. The emergents in cognitive multi-agents systems must be related to these 
properties: some form of structures related to agent's knowledge and beliefs, plans and 
goals of the agent or of the acquaintances, structures that are formed based on the high
level interactions existing in the agent society. In a cognitive multi-agent system, there 
are several aspects of self-organisation. First, agents may group or disperse according to 
the knowledge or beliefs they have. Second, agents may exchange knowledge. Several 
types of behaviour may emerge according to the type of exchanged knowledge (see [14] 
for details). As cognitive agents have explicit goals (or desires), they know what they 
intend to achieve. These goals define the final target of an agent's sequence of actions. 
Interaction based on the agents goals leads to the essential elements of collaboration or 
competition - working together for a common goal or working separately towards 
achieving better individual or group performance. 
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As reactive agents have rules, cognitive agents usually feature plans or a plan 
library, used for building plans in order to attain goals. These plans are what 
characterises the behaviour of an individual agent, as plans lead to the establishment of 
immediate intentions that are translated into agent's actions. Being able to exchange 
parts of the plan libraries, agents will, in fact, transfer behaviour. As plan templates 
change as a result of past experiences, behaviour transfer leads to better agents that 
might know how to solve a problem even if it is new to them, because other agents have 
provided them with the solution to that sort of problem. 

Therefore, based on highly structured properties, but using the same principles as 
in the reactive case, cognitive agents are able to manifest advanced emergent behaviour. 
Agents, although cognitive, may have limited knowledge and perception about the 
whole system - however, by using local goals and behaviour, complex and higher level 
features may emerge at the system level. 

4.2 Predictive ability of cognitive emergent behaviour 

An agent society formed of cognitive agents with emergent behaviour can be seen 
as having anticipatory abilities at two levels: the level of the observer and the level of 
the cognitive agent (Figure 2). At the level of the observer, the view of the system is 
similar with the one presented in Section 3.2 (Figure I). The designer is holding the 
system model, in this case a complex and more elaborated one than in the case of 
reactive agents systems, and is able to modify/tune the model in order to bring as close 
as possible the observed behaviour to the predicted behaviour. As opposed to a reactive 
system, in case ofa cognitive agent society, the system may be open, namely agents can 
enter of leave the society at any time during the system functioning and, moreover, can 
be designed and implemented by different bodies/designers. The openness of the system 
has a significant influence on the ability of a designer to control the predicted 
behaviour. Suppose that the designer is able to perceive the entire system behaviour 
(the behaviour of all agents and the emergents resulting from the agent interactions). 
If the emergents are not conform to his/hers predicted behaviour, the designer can only 
modify the functioning of the agents he designed, which may not always be all the 
agents in the system. 

The second level of predictive abilities is, in case of cognitive agents societies, 
related to the agents themselves. A depicted in Figure 2, a cognitive agent has a model 
of the system: a self model and an acquaintances model ( agents he knows in the system 
and with which it can interact). This model may not be a true model of the system or of 
the world, as it is based on the agent's beliefs about the world; however, the agent is 
capable of using this model and try to predict both its behaviour and the behaviour of 
the other agents, predictive capability which, we claim, is essential if the system is able 
to produce emergents. A cognitive agent is able to detect and exploit in a predictive 
manner the emergent of the system or, at least, the emergent behaviour from its self 
point of view. 
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Cognitive level/ autonomy 

Figure 2. A view of a cognitive agent system with emergent behaviour 

In order to illustrate our view, we consider one scenario of emergent behaviour for 
establishing cooperation relationships in a cognitive multi-agent system with self
interested agents. In this system, the agents try to establish preferred cooperation 
relationships with some other agents in the system, based on previous interactions. A 
task allocated to one agent may be a complex task, to be split into simple tasks by the 
planning component of the agent (the agent can use a plan library). A simple task 
requires a certain competency to be solved. Each agent has a set of competencies, a 
subset of the entire competence set required to solve all tasks. When receiving a task to 
solve, an agent decomposes it into simple tasks and makes a plan, choosing which tasks 
to be solved by itself and which tasks to distribute to other agents with which it 
collaborates. 

We will not focus here on how tasks are decomposed and planned, but rather on 
how an agent chooses its collaborators. This decision is based on previous interactions. 
For a certain amount of time, the agent remembers which agents it collaborated with, 
for what types of tasks, and what was the result of the collaboration. This is where 
prediction comes in. Previous experience of the collaboration with another agent may 
give an indication of how likely it is for that agent to accept a new request. 
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Our scenario may be described as follows: 

• World (system) model - available to the observer 

T = {T1, . .. , Tp} - set of tasks 

A= {A1, ... , An} - set of agents 

C = {C1, .. . , Cm} - set of all required competencies to solve tasks in T 

TaskC: T ---+ C - function to map simple tasks to required competencies 

AgentC: A ➔ P(C) - agent's competencies (an agent may have several 
competencies) 

• Agent self and acquaintances model - available to the agent 

Self-beliefs 

SelfCap = {C;1, C;2, . .. } c C - self model about its own competencies 

SelfCapA; = AgentC(A;) 

World beliefs 

AgentC*: A \ {A;} ➔ P(C) - model of the other agents in the system 
(this function has a * because it may not be identical to the function AgentC 
in the world model - the agent may sometimes hold wrong beliefs). 

Any agent can communicate directly with any other agent in the system, i.e. , the 
agents can be considered as nodes in a complete graph. The messages exchanged by the 
agents are of several types: Request(task, deadline) - request for performing task within 
deadline; modifyRequest(task, deadline) - reply with a modified request, that is a task 
will be completed within a different deadline than initially requested; Accept(task, 
deadline) - acceptance to complete a task within the requested deadline; Reject(task, 
justification) - rejection of the request for a task, given the justification; Reject(task, 
justification, recommendedAgent) - rejection of the request for a task, also containing a 
recommendation for another agent that might be able to complete the task instead. 

Initially, the agents do not have any experience at all , so they randomly contact 
other agents and request them to do tasks. The replies are favourable or not, and the 
profiles of the other agents start to take shape. The replies may be considered as 
feedback for the links between agents. Although the activation of links is initially 
chaotic, over time the system self-organizes and collaboration patterns emerge. That is, 
each agent will prefer a certain agent(s) over all the others for a certain type of tasks. 
This preference is recorded in the agent's beliefs as a recent history of successful 
requests regarding a certain type of task sent to the other agent. When a new request is 
carried out, the reply will be scored with a number R in the interval [O, 1] characterizing 
the success of the request. A rejection will have a score of 0. Acceptance scores l . 
Between them, there are modifications and rejections with recommendations. When the 
reply is received, the profile of the other agent is updated for the capability needed by 
the requested task. In order to achieve this, each agent keeps an acquaintances' profile, 
which is updated according to the equation (I): 
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Acquaintance profile P: A x C ➔ R 

PA;(Aj, C1) = PA;(Aj, C1)(l - a)+ aR(C1) (1) 

that is, the profile that agent A; has on agent Aj (to which it sent the request) for the 
competency C1 needed by the requested task, is updated with the score R for the last 
request, keeping the old indication as a fraction (1 - a), O<a~l, where a is the 
adaptation or the prediction speed. 

When a new request will be carried out for a task needing C, the profiles 
corresponding to this competency will be considered as a good indication of how an 
agent will respond to this kind of request. Therefore, by anticipating the response, the 
requesting agent will make the request to the agent with the best profile for that 
competency. The individual success of each request may be measured as a function of 
the number of trials needed for the request to be accepted by another agent, and of the 
modification that have been performed on the request in order to get it accepted. 
A global measure of satisfaction may be computed for each agent, as a function of the 
individual success measures for the requests made over a certain period of time. As the 
system stabilizes and the collaboration patterns between agents become clear, the 
satisfaction measures for the agents will also stabilize to certain values. 

A1{c1} Al{cl} A1{c1} 

a) b) c) 
Figure 3. The system in a) initial state, b) stable state, 

c) after the stabilization following a perturbation. 

Figure 3 presents an intuitive view of the described interaction and belief update 
of the agents. Stronger line segments means stronger collaboration profiles, while faded 
line segments weaker collaboration. The system in Figure 3 is composed of 4 agents, 
AO to A3, having the following competencies: AO has no competency, Al has 
competency cl , A2 has competency c2, and A3 has both competencies cl and c2. 
Initially, agents have no special preference for any other agent. As agents start to 
receive tasks, plan and make requests for task execution to other agents, profiles start to 
take shape. For example, Al can do by itself tasks involving competency cl and 
discovers that it can use A2 for tasks involving c2. As tasks involving c2 are more 
difficult, A2 may refuse them more often, so Al sometimes makes requests to A3 . A2 
uses Al for tasks involving cl. A3 can do all tasks by itself. AO cannot do any task by 
itself, however it discovers that Al and A2 respond favourably to requests regarding 
competencies c 1 and c2. AO's profile for A3 is not so favourable. One reason would be 
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because AO discovered Al and A2 first and their response is satisfactory. Another 
reason may be that A3 responded negatively for a few times in a row. Nevertheless, it 
just happens that the initial experience favoured A I and A2, and the system started to 
self-organize in this fashion. Consequently, every time AO needs to make a request, it 
makes it to one of Al or A2 (depending of the required competency). 

The designer may choose to modify the behaviour of the agents he owes in the 
open system. One possible modification may be to finally tune the profile update 
equation (1) to equation (2), making the agent a "reinforcement learning"-like agent, 
where 8 is the discount factor. 

When the self-organization of the system stabilizes to some preferred 
collaboration relationships, the desires of the agents may not be in conformity with their 
actual measure of satisfaction. The reason is that the system might have stabilized in an 
attractor that is less fit to the external conditions, that is, the collaborative patterns that 
have emerged, although stable, are not the best way to collaborate given the top-level 
tasks that the agents have to solve. In order to pull the system out of the attractor it is in, 
the system must be perturbed strong enough to reach the basin of a different attractor, 
hopefully a better one. This may be done by the agents themselves: given a stable state, 
an agent that is unsatisfied with its collaborators may perturb its local, stable, 
collaborative pattern. That can be done by not choosing the agent that experience says it 
is the best, but by choosing another one, possibly randomly. Several situations might 
result. If the perturbing agent is the only one in the system that is unsatisfied, it is most 
likely that its action will receive negative feedback and the stable pattern will be 
restored. However, if several agents are in the same situation, potentially in the same 
area of the system, their "random" requests may destabilize the local pattern and lead, 
by means of positive feedback and cascade reaction, to a reorganization of a larger area 
of the system and, potentially, to the reorganization of the whole system. Starting from 
equation (2), the agent may be endowed with the capacity to switch from exploitation -
equation (3) of selecting the best collaborator, to exploration, by randomly selecting an 
agent if it is not satisfied. Alternately, the agent may be designed from the beginning to 
achieve a certain balance between exploitation and exploration, as in equation (4). 

Exploitation 
SelectAgentA; (C,) = argmax P(Aj, Ct) (3) 

0 5., jSn 

Exploitation and exploration 
SelectAgent Ai (C1) = explore ( arg max P(Aj, C1) , freq(Aj, C,)) (4) 

OSJSn 

For the example presented in Figure 3, as each of Al and A2 are working for their 
own tasks, for the other's tasks, and also for the tasks of AO, none of the three is very 
satisfied with the performance. Indeed, the external observer would notice that A3 is 
only working for its own tasks. Therefore, one of AO, A 1, or A2 will decide to perturb 
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the system so that it will go out of the attractor it is currently in. Suppose it is AO that 
first takes the decision. At some point where it needs to make a request for a task 
involving competency c I, it no longer makes the request to A I, but to A3. A3 accepts 
and its profile in A0's table is improved. As A3 will be busier now, it might reject 
requests from A I, so more requests from A I regarding competency c2 will now go to 
A2. If the perturbation was strong enough, the system will enter another attractor where 
agents Al and A2 only work for each other, and agent A3 will work for AO. 

5. Conclusions 

We have presented an overview of artificial agent societies with emergent 
behaviour, starting from several definitions of emergence that exist in the literature, and 
have highlighted that anticipation and the predictive ability of such systems are essential 
properties, especially from the point of view of satisfying the desired complex 
behaviour expected to emerge. The main contribution of this paper is the analysis and 
insight achieved by identifying several levels of predictive capabilities in such systems, 
putting thus a ground for the system designer. 

In both reactive and cognitive systems, the predictive ability is in the "power" of 
the system designer, which holds the system model. In case of a simple reactive agent 
system, the agents do not have anticipatory capabilities by themselves when emergence 
is considered. As apposed to the reactive case, for a cognitive agent system with 
emergent behaviour, we have shown that the cognitive agent itself, based on its high
level representation and reasoning capabilities, is able to detect and exploit in a 
predictive manner the emergent of the system or, at least, the emergent behaviour from 
its self point of view. 

Our future work is mainly focus on developing and testing several scenarios, for 
both the reactive and cognitive case, based on the models presented in this paper. 
Another interesting direction to follow is to consider the wide spectrum of currently 
existing artificial agent societies, in which the agents are either heterogeneous, i.e., 
a mixture of reactive and cognitive ones, or span all hybrid levels of design between 
reactive and cognitive. 
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