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Abstract Nonlinear dynamical systems show some different motions such as pe
riodic, chaotic or intermittent ones. On-off intermittency is aperiodic switching 
motion between laminar phases and burst phases. It is observed in critical points 
with blowout bifurcation. Occurrence of it is sensitive with respect to parameter 
shifts in conventional systems. In the present paper, an extended dynamical system 
with an interaction between a global structure and a local motion is proposed. This 
interaction means a reciprocal definition between a parameter and state variables. 
The reciprocal definition is induced from the concept of a generative pointer that 
suggests an extended subobject classifier. Ubiquitous on-off intermittency is ob
served for a wide range of parameter values when a generative pointer is applied to 
a Henon map. This fact implies robustness of on-off intermittency against parameter 
shifts. 
Keywords: Dynamical systems, Intermittency, Robustness , Emergence, Heterar
chy. 

1 Introduction 

1.1 On-off intermittency based on criticality 

Nonlinear dynamical systems show some different motions such as fixed point , peri
odic motion, chaos and intermittency. One has known some kinds of intermittency: 
e.g. Type I, II, III intermittency (Pomeau and Manneville 1980) and on-off intermit
tency (Platt et al. 1993; Heagy et al. 1994) . On-off intermittency was discovered in 
a 2-dimensional coupled dynamical system (Fujisaka and Yamada 1985). It is aperi
odic switching motion between laminar phases and burst phases. On the other hand, 
a high-dimensional chaotic system, which is called globally coupled map (GCM), has 
been also researched (Kaneko 1990). A GCM shows aperiodic switching between 
clustering and declustering, that is called chaotic itinerancy. Chaotic itinerancy pro
vides a theoretical background of a model of stem cell differentiation (Furusawa and 
Kaneko 2001). The bursts of on-off intermittency and the declustering of chaotic 
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itinerancy is based on destabilization of the invariant manifolds along the transverse 
to the manifolds. Such destabilization of the manifolds are induced from change 
of a parameter of these systems. The criticality on the parameter change is called 
blowout bifurcation (Ott and Sommerer 1994; Kanamaru 2006). I.e. on-off inter
mittency is closely related to chaotic itinerancy on the mechanism of the dynamical 
systems. On-off intermittency is a important research subject in complex systems 
science. 

On-off intermittency occurs at critical points with nonhysteretic blowout bifur
cation: i.e. it is fragile with respect to parameter shifts. This fact brings the 
following question: Doesn't such fragility contradict robustness of actual complex 
systems? Actual complex systems including biological systems seem to generate and 
to sustain appropriate complexity by themselves. What is the difference between 
the conventional dynamical systems and actual complex systems? 

There can be an answer in the difference between hierarchy and heterarchy. Het
erarchy is an extended hierarchy with dynamic interaction between the hierarchical 
layers (McCulloch 1945) . Jen described heterarchy as the meta-structure carrying 
the robustness of systems (Jen 2003). Our studies have suggested that heterarchical 
structure enhances robustness of on-off intermittency in dynamical systems. 

1.2 Heterarchy on dynamical systems 

It is necessary to find hierarchical or heterarchical layers in a dynamical system 
as the first step. The mechanism of each dynamical system is characterized by 
the topology of the phase space (Rosen 1970). A continuous dynamical system 
is uniquely defined by a vector field. One can see that a vector field gives an 
invariant global structure and the I-parameter transformation group induced from 
the vector field gives the local motion in a continuous dynamical system. i.e. there is 
hierarchical unidirectionality from a vector field to the I-parameter transformation 
group. A discrete dynamical system is not defined by a vector field, but we can see a 
hierarchy also in a discrete dynamical system: one can construct a set of trajectories 
(i.e. a colimit of a category of a dynamical system) as a global structure of a 
dynamical system (Kamiura and Gunji 2006c). Moreover, a bifurcation diagram is 
constructed as a classification of trajectories on a parameter. A parameter indicates 
a sort of global layer of the system. On the other hand, state variables of a dynamical 
system belong to a local layer of the system. A parameter and state variables is 
found as a global layer and a local one, in both continuous system and discrete one. 
If hierarchical structure of a dynamical system is given by a parameter and state 
variables, then heterarchical one can be defined by interaction between a parameter 
layer and a variable layer. 

Some heterarchical systems have already been researched: Gunji et al have 
studied the general formalization of the dynamic complementary relation using the 
framework of information theory (Gunji et al. 2003; 2006) and dynamical system 
theory (Kamiura and Gunji 2006b; 2006c). Moreover, using an extended Fujisaka-
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Yamada (FY) system, they studied a coupled map system based on a heterarchical 
structure (i .e. Active Coupling System; ACS) (Gunji and Kamiura 2004; Kamiura 
and Gunij 2006a). An ACS consists of time evolutional maps derived from extended 
functors. Consequently, the transverse Lyapunov exponent of ACS is fluctuated near 
zero value by the time evolutional maps. As a result, on-off intermittency, which is a 
critical feature of the specific coupling parameter in FY system, occurs ubiquitously 
for all parameter values in ACS. This fact can be evaluated as the robustness of 
intermittency. This scheme has been applied to 1-dimensional logistic map. The 
map, also, shows on-off intermittency (Nakajima and Shinkai 2007). 

In the present paper, one alternative to ACS is proposed to introduce heter
archy for a dynamical system. Indicating a singleton ( or a state on phase space) 
is formalized by a generative pointer, which is an extended subobject classifier. A 
subobject classifier formalizes specifying a point or a subset. A generative pointer is 
applied to a phase space of a dynamical system. Consequently, dynamic change of 
the parameter of the system is induced. Being applied to a Henon map, a generative 
pointer is evaluated by the behavior of the map. We call the system the extended 
Henon map based on Generative Pointers (HGP) system. 

1.3 Global layer depending on local layer 

In the previous section, we saw that a local layer depends on a global layer in 
hierarchy. In contrast , it is not clear that the global layer depends on the local 
layer. In this section, such a dependence relation which is required for heterarchy is 
illustrated with emergence of rational numbers. 

A multiplication, n x 3 = m(n EN), can be expressed by the map h : N -t N: 
n f--+ m = 3n. If the division m---;- 3 = n is defined by 93 : Im(h) _, N : 3n f--+ n, 
then 93 = r; 1

. Therefore 93 0 h = id and h O 93 = id. 
However, a new sign expressing "a fraction", such as 2/3, is required when the 

domain of the map g3 is defined not by Im(h) but by N. Moreover, we can regard 
the fractions as a following: i.e. the fractions such as 2/3 did not exist a priori, but 
they has been generated historically. Under this view, we can see the emergence of 
positive rational numbers Q+, when arbitrary natural numbers are substituted for 
the top and bottom blanks ( □) of the division sign " ~ " . 

One can express the map 93 as the map g3* : N. _, N. on the pointed set 
N. :=NU{*}: 

93
*(x) = { 9*3(x) (if x E Im(h) = {3nln EN} C N) 

(if x EN. \Im(h) = {3n + lln EN} U {3n + 2ln EN}) 

In this sense, by hiding or painting out the fractions by the point *, we can deal 
with only Im(h) = {3nln E N} as the domain of 93 . 

Now, we use the expressions such as " hide" or "paint out" since we know the 
concepts of division and rational numbers. However, if we focus on the emergence 
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of fractions , we can suppose that the fractions are not hidden by the point * but 
the concept of the region of the numbers is extended from natural numbers to 
rational numbers by replacing the sign " *" with the sign " g ". In other words, the 
replacement of the point * with the fraction sign " g " reveals the replacement of 
the operand ( *) with the operator ( g ) . The point * is an element on the pointed 
set N. but" g" is a map in Hom(N x N, (Q+). 

Needless to say, in an axiomatical theory, rational numbers are constructed as 
an equivalence class of ordered pairs of integers (a, b) with b =f. 0, and are induced 
by the equivalence relation (a, b) ~ (c, d) ~ ad= be. Moreover, we do not insist 
that the above process on the signs is a historical fact . The above allegory only 
shows the following view: i.e. when local motion selects a point on the outside of 
range, a global structure can be changed, like the extention from natural numbers 
to rational numbers. In the following section, generative pointer is introduced as a 
model of such a view. 

At the end of this section, we introduce a term, Local Identity, so as to use it in 
the following section. 

Definition 1 (Local Identity) For topological spaces A and B such that the mea
sure M(AnB) =f. 0 (i.e. AnB is neither empty nor singleton), and for the subspace 
U such that U C An B and the measure M(U) =f. 0, if a map Lidu : A -t B is 
defined by 

. _ { x (if x E U) 
Lidu(x) - f(x) (if x E A\U), 

then we call the map Lidu local identity on U, where f : A\ U -t B is an arbitrary 
map . ■ 

Again, assume the multiplication map h : N -t N. It naturally induces the map 

f R--r R--r h. h . d fi d b f ( ) { h(x) (if x EN) C . . f 
3• : n. -t 1'l. w 1c 1s e ne y 3• x = * (if x E { *}) . ompos1t1on o 

the maps 93• o h. and h. o 93 • are local identities. 

2 Generative pointer and application to a dynamical system 

2.1 Characteristic function and subobject classifier 

First, we consider a form of indication of a point (i.e. an element in a set). In 
set theory, separating a subset B C A from the difference set A \B on a set A is 
formalized by a characteristic function. The characteristic function of a subset B 

is the two-valued function mB : A -t {0, 1} on A; m 8 (x) = { 0
1 

((ifthx E !3)) . 
o erw1se 

{0} C {0, 1} represents the simplest non-trivial subset. An arbitrary subset B C A 
can be mapped onto this simplest subset by m 8 . This map produces a pullback 
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square: 

B ~ { 0} 

p I r s 

A~ {O, l} . 

(1) 

One says that the monomorphism (the typical subset) s is a subobject classifier. If 
the subset A is a one-point set {a}, the subobject classifier corresponds to indicating 
the specific state a. 

2.2 Pointer 

Secondly, we modify the characteristic function to connect the indication of a point 
to the dynamic change of the domains and ranges. 

Assume a conventional dynamical system (D , cp(/3)). Given the state Xt E D at 
the time t, the system and the state induce the partial map lcp(/3) I : { Xt} ----, { Xt+1} : 
Xt f-+ Xt+l, where the singleton {xt} = Xt (t EN) is a subspace of D . On the other 
hand, {xt} induces the natural monomorphism Pt: {xt}----, D: Xt f-+ Xt- Now, given 
a map r : { *} ----, I : * f-+ r0 , there is an isomorphism fit : D ----, I such that the 
following diagram is a pullback: 

X t ~ * 

1 1 
(2) 

where I is a bounded open topological space. Now I:= (-1, 1) and r0 is a random 
number in I. Note that the map fit is not unique in the above case. In the diagram 
of the subobject classifier, I is defined in such a way as to uniquely determine fit. 
However, in the above diagram (2), I is defined by (-1 , 1) first, and then fit is 
chosen such that the diagram commutes. 

We restrict the kind of the maps fit to get back the uniqueness, i.e. we define the 
map by fit(at)(xt) = ¾ arctanatXt, where at is a parameter and it is defined in such 
a way that the diagram (2) commutes, i.e. the uniqueness of the map fit is replaced 
by that of the parameter at. Note that the above fit(at) : D ----, I is a naturally 
isomorphic, continuous, smooth and odd function (i.e. preserving the positive and 
negative signs) if D is an open topological space (-oo, oo). Since the fit(at) or 
fit is defined as the isomorphism, there is an inverse map fit 1

. Consequently, the 
inclusion Pt satisfies the composition mt1 or o l = Pt· We call the map Pt with the 
above commutative diagram a pointer. In addition, in the pointer diagram defined 
above, if the map r : { *} ----, I : * f-+ r0 is replaced by r' : { *} ----, I : * f-+ r 1 , then a 
new pull back x; for r' and fit is induced. This means that a new point x; = { xa 
on D is chosen by picking up the value r 1 on I . Since fit is an isomorphism, we 
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obtain x~ = m;1(r1) = t tan fr1. By replacing r with r', the pointer Pt is replaced 
with p~ , and, furthermore , x~ (i.e. the outside of { xt}) is chosen. The mt governs 
the indication of the point on D . 

2.3 Generative pointer 

Thirdly, we introduce the map m: : I -t D which is defined by m:(r) := Dec[m;1(r)], 
where Dec[a] expresses the number of the decimal part of a real number a. In this 
definition, the map m~ has the image Im(m:) =IC D. The maps mt and m~ induce 
mt* and m~*, which are morphisms on pointed sets. m~* o mt, and mt• o mt are local 
identities as well as the compositions of the multiplication and the division, g3• oh. 
and h. o g3., in the previous section. The map m: induces the following diagram: 

(3) 

where .Xt = {xt} is determined by Xt = m~(r1), and the map Pt : {xt} -+ D : Xt f-+ Xt 
is a natural monomorphism. We call the map Pt with the above diagram a generative 
pointer. 

2.4 Application to Henon map 

Let us experiment with the generative pointer on a concrete dynamical system. 
Suppose a 2-dimensional dynamical system, \II : D x D ---, D x D : (xt, Yt) f-+ 

(Xt+1, Yt+i) where D = (-oo, oo). Now we choose a Henon map for this system. 
Specifically, in a system with time evolution of the parameter /3, it is expressed by 

(::::)=\II ( :: ) = ( 1 -ax}t+f3tYt ) - (4) 

If f3t is a constant, then the above is a conventional Henon map. The above map 
induces a binary operation 'lj;(f]t) : D x D-+ D : (xt, Yt) f-+ Xt+l, that is , 

Xt+1 := '1j; (f3t)(xt , Yt) = 1 - ax; + f3tYt (5) 

where f3t in 'lj;(f]t) is explicitly expressed in a way that allows it to be emphasized 
as the parameter. Moreover, if the value of Yt = Xt-l is fixed, an unary operation 
'lpf3,,y, : D -+ D : Xt f-+ Xt+1 is induced by the binary operation 'lpf3,. 

Moreover, by the following procedure, time evolution of f3t is constructed. 

[Step 1] Given a random number rt EI= (-1, 1) , the parameters~ and at+l of 
mt and ffit+1 are set so as to satisfy the following equations: mt(Xt) = ¾ arctan atXt = 

rt and mt+1 (xt+1) = ¾ arctan ~+1Xt+1 = rt. I.e. at and at+1 are given by at = 
1 t 1r d l t 1r x; an 2rt an at+1 = x,+i an 2rt. 
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[Step 2] For the above at , at+i and the random number r~ E I\ {rt}, Xt and xt+1 
d fi d - - "( ') - l t ,r I d - - ij ( ') - l t ,r I D th are e ne ':: Xt - mt rt - ;,; an 2 rt an Xt+l - mt+l rt - a,+i an 2rt· ror ese 

two values, f3t is chosen such that the following condition is satisfied: 

(6) 

where Yt = Xt-1 = mL1 (r~_1) = a,~
1 

tan fr~_ 1 is the value given in the previous 
step in this calculation process. In other words, the previous recurrence equation 
(5) which gives a dynamical system is divertei to a definitional equation for f3t

Consiquently, under the condition that Yt -=/ 0, f3t is given by 

- +-:::2 1 
'jjt := Xt+l ::Xt - . 

Yt 

(Step 3] Using the above value of f3t, f3t+1 is defined by 

f3t+1 :=/Jo+ 6f3t 

(7) 

(8) 

where the coefficient 6 « /30 is a small constant. In the following numerical ex
periments, 6 = 10-5

_ If {'xt+ihE{-i,o,i} = {xt+ihE{-i,o,i}, then 'jjt = /30 , and hence 
/Jt+l = (1 + 6)/Jo ~ /Jo-

The parameter f3t and the state variables { xt}tEZ of HGP reciprocally define each 
other. The above procedure is illustrated by the following diagrams: 

[Step 1] [Setp 2] 

[Step 3] 
<p((3o+i§,) 

Xt+l f-------+Xt+2 * 
(9) 

3 Results 

In this section, the numerical results are shown for the extended Henon map system 
defined in the previous section, which we call the HGP system. In all numerical 
experiments of the present paper, the coefficient of (8) is 6 = 10-5 _ 

As control experiments, we use a conventional Henon map and a Henon map 
with the parameter /3 with added Gaussian noises: 

( :::: ) = ( 1 - ax; + i~o + Rc)Yt ) (10) 
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where Re is a Gaussian noise with a mean (Re) = 0 and a standard deviation 
(/Re = 10-2 _ 

(al) (a2) 

, ,:i, i: ·--: : : I 
1.092r~ 1.091 1.09 

i< 1.089 

1.088 

1.087 

1.086 

1.085 ~~~--'-~-~-~ 
0 1000 2000 3000 4000 5000 1000 1020 1040 1060 1080 1100 

(bl) (b2) 

(cl) (c2) 

· :~1 L J: . : I <~[JQ 
0 200 400 600 800 1000 100 120 140 160 180 200 

Fig. 1: (al)-(62) are the typical time series of Xt of the HGP: (al) o: = 0.2, {30 = 0.3 
and O S t S 5000. (a2) o: = 0.2, /Jo = 0.3 and 1000 S t S 1100. (bl) o: = 1.2, 
/30 = 0.3 and OS t S 1000. (62) a= 1.2, /30 = 0.3 and 700 St S 800. (c1)-(c2) are 
the typical time series of qt derived from that of (bl): (cl) a = 1.2, {30 = 0.3 and 
0 S t S 1000. ( c2) o: = 1.2, /3o = 0.3 and 85 S t S 200. 

Fig.l shows the typical time series of Xt of the HGP. A conventional Henon map 
shows a fixed point at o: = 0.2 and {30 = 0.3. On the other hand, in HGP, on-off 
intermittency is observed instead for the same parameter values (Fig.l (al)-(a2)) . 
Since intermittent motion is not clearly visible on Xt (Fig. l (bl )-(62)) for other 
values of a, we observe values of qt that are defined by 

(11) 

The values of qt show on-off intermittency (Fig.1 (c1)-(c2)) . 
Fig.2 gives the bifurcation diagrams on (a) conventional Henon maps, (b) HGP 

and ( c) Henon maps with Gaussian noises. Each diagram shows the values of Xt for 
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(a) /30 = 0 .0 (a) /30 = 0.3 

~J~~ ~J~~-. : 
0.0 0.3 0.6 0 .9 1.2 1.5 0.0 0.3 0 .6 0.9 1.2 1. 5 

a a 

(b)/30 = 0 .0 

-2 .--~-~-----=-,,,.-----,--=--
0.0 0.3 0.6 0 .9 1.2 1.5 

-2~--------- ~ 
0.0 0.3 0.6 0 .9 1.2 1.5 

a a 

(c) /30 = 0 .0 (c) /30 = 0.3 

x, l '---- ~ ,j 
0.0 0.3 0.6 0.9 1.2 1.5 0 .0 0.3 0.6 0 .9 1.2 1.5 

a a 

Fig. 2: The bifurcation diagrams on (a) conventional Henon maps, (b) HGPs and 
(c) Henon maps with Gaussian noises. Each diagram shows the values of Xt for 
1000 :S t :S 4000 along with the parameter 0.0 :S a ::; 1.5. For the left and right 
figures , the initial parameter /30 is given by /30 = 0.0 and /30 = 0.3 respectively. 

1000 :S t :S 4000 along with the parameter 0.0 :S a :S 1.5. For the left and right 
figures , the initial parameter f3o is /30 = 0.0 and /30 = 0.3, respectively. Conven
tionally, on-off intermittency is observed at critical points with blowout bifurcation, 
thus it is sensitive towards parameter shifts. Contrastingly, in the HGP, the on-off 
intermittency occurs within wide regions of a: within 0 < a ~ 0.74 for /30 = 0.0 
and within 0 < a ~ 0.36 for (30 = 0.3 (Fig.2 (b)) . The results show ubiquitous 
intermittency featuring robustness instead of stability. The irregular bursts of the 
intermittency form a bifurcation which is clearly different from the Gaussian noise 
with constant variance (Fig.2 (c)) . This system with the Gaussian noise does not 
show the intermittency. Moreover, as will hereinafter be described in detail, in the 
time series of HGP, the value of Xt inevitably diverges after some time. If the di
vergence occurs sooner than 1000 steps in the time series, a blank region is formed 
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on the bifurcation diagram. Consequently, the bifurcation diagrams of HGP have a 
window-like structure in the whole parameter region. 

0 

a::i.. 0.1 

0.01 

- o.oo, 
.. 

!:, 0.0001 

~ 

(a) a= 0.2 

1o--006 L-~-~----WU----.J 
1•-005 0.0001 0.001 0.01 0.1 

lnl l ~ lt l - ~ IO I I i 

0 

= 
u 

0.01 

~ 0.001 = 
-
f 0 .0001 

(b) a = 1. 2 

,o-000~~-~-
1e-005 0.0001 0.001 0.01 0.1 

ln(I ~ It) - ~ IOI Ii 

Fig. 3: The magnitude of fluctuation of /3, lf3t - /30 1, versus the probability of that, 
Pr(lf3t - /3ol) , on the HGP, where /30 = 0.3 and (a) a= 0.2 (b) a= 1.2. Note that 
the graph is double logarithmic. These data consist of 100 trials , and each trial is 
observed until t = 104

. The initial state (x0 , y0 ) is chosen randomly for each trial. 
Each slope is (a) -1.83 and (b) -1.65. 

Fig.3 shows the graphs of the magnitude of the fluctuation of /3, lf3t - /3ol = Jb".Bt l, 
versus the probability of that , Pr(J f3t - /3ol) = Pr(Jb".Btl) , on the HGP, where {30 = 0.3 
and (a) a = 0.2 (b) a = 1.2. Note that the graph is double logarithmic. Each 
slope is (a) -1.83 and (b) - 1.65. These data consist of 100 trials and each trial 
is observed until t = 104

. The initial state (x0 , y0 ) is chosen at random for each 
trial. From the equation (11), we can know that the on-off intermittency of HGP is 
derived from Jb".Btl x IYtl (i.e. the multiplication of the fluctuation of f3 and the state 
of HGP) . In addition, Pr(Jb.Btl) follows a power law. As a result , we can see that 
Jb".Btl scales up and down the state on the phase space. 

In HGP, catastrophe (i.e. divergence of the value of Xt) inevitably occurs at 
some time. We call the time until the divergence occurs the lifetime of the system, 
T. Fig.4 shows the graph of the lifetime of HGP, T, versus the probability of that , 
Pr(T) . In this case, the parameters of HGP are set to a = 0.2 and {30 = 0.3, and the 
divergence point is defined by the threshold lxt! > 105 . The data consist of 2 x 104 

trials and each trial is observed until t = 4 x 104
• Note that the graph is single 

logarithmic, i.e. the graph is exponential and the system has a decay time constant 
T ~ 8023. 

Why does such divergence occur? Fig.3 shows Pr(Jb".Bt!) < 10-6 such that the 
fluctuation of f3 is 15.Bt l > 0.1 , and hence big fluctuations occur rarely during the 
lifetime. If a fluctuation of ±0.1 for f3 is attributed to the conventional Henon map, 
the Henon map has fixed points for 0.2 - 0.1 = 0.1 < f3 < 0.3 = 0.2 + 0.1 and 
a= 0.3, and the above divergence does not occur. Moreover, m: is a bounded map 
on (-1, 1) , thus it is not the direct cause of the divergence. It is non-trivial that the 
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0.1 

0.01 

~ 
H 

°' 0.001 

s::: 
r-i 

0.0001 

1e-005 ~~-~~-~~-~~~ 
0 5000 10000 15000 20000 25000 30000 35000 40000 

T 

Fig. 4: The lifetime of HGP, T , versus the probability of that, Pr(T) . The pa
rameters of HGP are set to a = 0.2 and f30 = 0.3. The divergence point is defined 
by the threshold lxtl > 105 . The data consist of 2 x 104 trials , and each trial is 
observed until t = 4 x 104

. Note that the graph is single logarithmic, i.e. the graph 
is exponential and the system has a decay time constant r ~ 8023. 

time series of the HGP diverge by about 8000 steps on the features of Henon maps 
and m~. The divergence of the time series may be derived from the conglomerate 
of the Henon map and the generative pointer. The analysis of statistics and the 
structure of the system remains the future works. 

4 Conclusion 

In the present paper, we introduced the concept of generative pointer, which are 
an extended subobject classifier with local identity. The generative pointer is intro
duced as the model of points being selected on the outside of the ranges. 

In a conventional dynamical system, when a state is given on a phase space, the 
state has time evolution that is consistent with the global structure of the phase 
space. One can say that such an unidirectional dependency is hierarchical. In 
contrast, in HGP, the parameter and the state variables are reciprocally defined. I.e. 
the global structure is virtual and temporal, since the equation is locally constructed. 
Dynamic changes in the global structure are induced from indicating the local state 
by the generative pointer. Each step of the time evolution is defined on the temporal 
phase spaces. HGP has a heterarchical dependency between the global structure and 
the local motion. 

In a conventional system, on-off intermittency is observed at critical points with 
blowout bifurcation. Therefore it is sensitive with respect to parameter shifts. On 
the contrary, in HGP, the on-off intermittency occurs for the wide range of the 
parameter valuesas, as well as ACS. The result shows the ubiquitous intermittency 
featuring robustness instead of stability. 
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