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Abstract
This paper describes an approach to generate a sequence requiring an rmrealizable
fimction by programs, such as a flash that is required especially in creative activity of
a hrtmau. We have already proposed a recurrent neural netrvork that demonstrates
a generation of several creative sequences, but convergency and stability problems
occur. On the other hand, it is known in biological experiments where the chaotic
sequ.ences ca^n be observed from brain waves. The neural network constmcted from
chaotic nettrons has nonlinear dynamics, but there remains the difficulty of training
method. We propose an evolutional methodology to train a chaotic neural network,
and introdrtce Darwinism for its evolving process. To determine their most suitable
stmcture and the weights of connection, we rtse AIC for the fitness value.
KeSrwords : Evolrrtion, Creation, Neural Network, Chaos, Seqrrence Generation

1 Introduction

Nowadays, though a lot of functions are simulated by programs, some of them
(e.9., a flash) is not yet realized by an artificial function.

This paper describes an approach to generate a creative sequence requiring an
unrealizable function such as a flash. \Mhen observing what a creative sequence
means, it contains several newer sequence.s which we have never seen, and those
sequences transit with a time shift. Thus we represent a creative sequence as a vector
sequence with a time shift, and constmct a model which acquires the knowledge
from a creator. The model is applicable for generation of creative vector sequences
corresponding to mrsic scores.

We have already proposed a recurrent neural network, i.e., a context-sensitive
nerual network (in short, CSNN) that demonstrates a generation of several creative
sequences. The CSNN has a finite number of context-sensitive neurons which hold
their states in the past time as the recurrent neurons of hidden layers. Though
the CSNN can generate several sequences, two problems occur. One problem is
the convergency, that is, the CSNN terminates often at the same vector values
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permanently. The other problem is the stability, that is, it generates the sa,rne
pattern of subsequences continuously.

The creation is one of the anticipation. A lot of anticipatory systerns can be

represented by incursive or hyperincursive equations[1]. For exa^mple, the recursive

system can be written as æ(t+1) : 1(. . . ,æ(t-2),æ(t- t), æ(t\;p) where æ(t) is the

vector states at time t, / is the recursive vector function and p is a set of parameters

to be adjwted. When we observe p as an estimation parameter of system at time t,

æ(t + 1) is sickly likeness of a new vector that is created from function / and past

and/or present events. In some situation, there is a possibility that an incursive

equation in an anticipatory system is to be a chaos system[2].
It is known in biological experiments where the chaotic sequences can be observed

from brain w&ves. The brain consists of a la^rge number of neurons, whose network

exhibits chaotic behavior. In this sense, we introdrtce a brain model based on neurons

including chaotic behavior. Aihara et al. have proposed a chaotic ueural network
constrlcted from neurons which has nonlinear dynamics. However, there remains
the difficulty of training method, since the error back-propagation algorithm is not

effective for the recurrent neural network[3].
This paper provides a method of sequence generation using the evolving model

constructed from chaotic neurons. We introduce Darwinism for evolving process

that imitates the processes, where living things adapt their structures to the variotu

environments by evolution and learning. Using AIC(Akaike Information Criterion)

for the fitness value of each individuals, we can determine their most suitable struc-
ture and the weights of connection. As a result, rve corild show a new methodology
for creative sequence generation.

2 Vector Sequence

Most of creations can be represented by the sequence. For example, pictures are
constncted from color and their position on the canvas, and a painter puts the
color on it by brushes with a time shift. Musics are more obviotts instance of it. A

composer puts mrnic notes which mean pitches of tones side by side ou the score
sheet.

Now we consider those creative seqnence as the vector seqlrence, thus we for-
mulize it as follows.

When we defiue the length rn vector sequence às V*,

V ^ E  V o , V , . . '  , V ^  w h e r e  I z  d i  
[ u r ,  a 2 1  . .  -  l a n l  ( u t  e  R , i  =  I , 2 , . . '  , n ) .

( 1 )

Note that this is not only sequence but there is the context between these se-
qrrences. Even in painting or composing, we may not easily make the sequences, but
we consider the context already existing. The aim of acquiring the knowledge from
creations is acquiring the context.
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F\rndarnentally, we discuss the model which takes a vector sequence V- as an
input of the system, and compute Vm+t as an output from the system. This means
that the system has predicted a future of a next state based on past andlor present
state of it, and also we can say that the system has produced a new creation. In other
words, when the same thing is to be applied to l^ :-- V,. . . ,V*,V* æ an input,
the system is to generate another vector V*a1. We introduce a time parameter to
vector sequence, and we have

V ^ ( t + I ) : f ( V * ( t ) , p )  ,  ( 2 )

where V-(t) is the length m vector sequence in time t, p b a set of parameters of
the system and / is a mapping function of the system.

3 Chaotic Neurons

The concept of neural network was first proposed by McCulloch and Pitts. By
using the spin-glass model, Hopfield has first shown that the energy ftrnction de-
creâ,ses monotonically and one energy minimum corresponds to one memory. The
model ha.s been applied to the a.ssociative memory problem a.nd the combinatorial
optimization problem, for example TSP. However, the model has the difficulty that
the system cannot escape from the spurious minimum, if the system falls into it.
Recently many methods are proposed to solve this difficult protilem by ræing the
chaos.

3.1 Chaotic Neural Network

Aihara et al. have proposed a model of a single neuron with chaotic dynamics, in
which some properties of biological neuron are taken into account[3]. The chaotic
neuron is formalized a.s follows;

( v(t + 1) : kv(t) - al (v(t)) + a
t"i '*ii:tisa+ù (3)

Here k, a and a are pararneters which represent the characteristic property of
chaotic neurons, y(t) is the internal state of neuron in time t, and / is the sigmoid
function, that is written as follows;

lf we construct by connecting mutually M chaotic neurons, the response is

M

u{t + t) : k;se(t) +Lruf (vi(t)) - af (vift\ + a; , (5)
j=r

(4)
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Fig. 2: Chaotic Neuron

Fig. 1: Context-Sensitive Neuron

where the index i means the serial number of neurons, and the ôthers, Ici,Q;,a;,wii
are para,meters. We can observe this equation as a network which has short-time
memory, because the internal state in time t * 1 depends on the state in time t.

3.2 Chaotic Dynamics

A nonlinear system can have a complicated steady-state behavior that is not
equilibrium, periodic oscillation, or almost-periodic oscillation. Such a behavior is

usuaily referred as chaos. Some of these chaotic motions exhibit randomness, despite
the deterministic nature of the system.

It has been believed for a long time that a living thing keeps regular state of its
irnide of the body by the ftrnction called homeosta.sis, but from the electric phys-

iological experiment, the data including fluctrtation accompanied by time change
which should be called rather dynamic homeostasis is observed. F\rthermore, it
tlrns orrt that the chaos-tendency seen in them appea^rs to activity measurement
data, such as brain waves and nerves, notably([4], [13]).

Generally, these chaotic dynamics can be made from nonlinear map represented
by difference equation, as the following:

1Vt :  l "1 t t ,V)
I t"r: f,U.(UD 

' (6)

In the equation above, Vr is a state vector at time t, and pr is parameter vector
which constructs the system. /. is a estimation ftlnction of V6, and then /' and /"
a.re a nonlinear mapping function and a function which feeds an estimated value
back to system parameter p, respectively.

3.3 Chaos in CSNN

In our previous research, it could be seen that CSNN has the property of conver-
gency and stability, and those properties are not suitable for sequence generation.
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c";r;;nsitive Neural Network(csNN)

However, we can explain those properties from a chaotic viewpoint. One neuron in
hidden layer of CSNN is as seen in Fig.1. It's response is as the following;

\-ut: Lrqfifu) +Dr?:o fofu?=o) (7)

The label Ç = k meâns the mtmber of context neuron which holds the state of
corresponding hidden neuron in the past k time from now. To be easily discussion,
we consider the case of k : 1, and use parameter t instead of k to represent time.
Then the equation above is to be as the following;

ylt + t) :Lrnifi(ai(t)) + r?=tlofun(t)) (8)
J

In the same way as above, when ,b:2,

y{t + t) : u?=2li(yi(t - 1)) +Drnif i(yi(t)) + r?=' jo@o(t))
j

A simulation result of eq.9 is shown as in Fig.3.

4 Evolving Process

When we determine the suitable stricture of chaotic neural network, we must find
parameters by heuristic method or experience because of the response complexity.

(e)
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Fig. 4: Evolving Process introducing Darwinism

In this paper, 'ffe use an evolutionary method which adopts Darwinian type genetic
mechanism, that is superior for adaption to dynamic environments, and we find the
desired stmcttre.

Living things acquire the knowledge by learning in the srtrvival that is called
acquired character, where the Lamarck type theory of evolution says that the ac-
quired character is to be hereditary. Conversely, it is the Darwin type theory that
the acquired character is not to be hereditary. The mainstream of the present theory
of evolution serves as the Darwin type theory of evolution from molecule genetics.

The evolution algorithm is as follows.

1. Encode the chaotic neural network to genotype

2. Generate the initial group by putting the random mrmbers on parameters

3. Estimate the structure based on AIC, and comprtte the fitness value

Do some genetic operation using GA

Decide termination, else go to ff3.

4.1 Genetic Algorithm(GA)

The combination of evolutionary computing and neural networks has attracted
many researchers, mainly due to its promise of engineering implications and the
biological plausibility of the model.

The use of GA for training the weights of netual network is covered by one of
the ea,rliest research. Kitano used GA to acquire graph rewriting ntles, instead
of directly acquiring the network topology. This method was further augmented
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Fig. 5: GA Operations ard Evolving Process

as Neurogenetic Learning, to incorporate the evolutionary acquisitior of the initial
weighls of the neural network[5]. Kitano ha.s proposed the extended method that is
based on DNA computing[6]. In these research, learning process and genetic process
are treated a.s which are divided into different processes.

Oeda et al. have proposed a strtrctural adaptive learning algorithm based on
the theory of evolution[7]. This imitates the processes that living things adapt
their structures according to the variors of environments by evolution and learn-
ing. In this method, once teaching data change during learning under dynamic
environments, the learning does not start to train from the initial state again, and
therefore, it is considered to be useful for adaptive learning which can take into ac-
count inheritance of the network structure, the connection vector, and the learning
parameters.

This paper adopts the latter method to determine the structure of chaotic neural
network. The outline of GA operation is as follows.

o Genotlpe
Having values of weights, structure of network and characteristic parameters

of chaotic neurons. defrne the contained information in one individual a,s one
genotype.

o Selection
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Fig. 6: Genotype

Divide the whole iudividuals into two group; one is 10% of whole which have
the higber frtness value and the others 90%. The higher group is surviræ to
next generation as it is(elite strategy). For the lower group, select individuals
which is to be done crossover operation by roulette selection method.

Crossover
Using the uniform crossover.

Mutation
Do the local mutation that mutates in nearly the index point, and the

maximal mutation that mutates the sa,me possibility aim to extend the search
space. If there is a fatality gene, it will eliminate from the pool, and the new
individual generated with the ra^ndom number is put in.

4.2 Akaike's Information Criterion(AlO)

AIC has two advantages in roughly discussion as follows; (1) The model which
has fewer parameters gets higher fitness value, (2) Statistical computation can be
executed even when comparing models have different structures each other. This is
because we use AIC as a fitness value of a single genotype. AIC is defineded by
the mærimum likelihood estimate d(gr) under the model M. When make M typify
models by l@,6fuD, we estimate the cross-entropy as few deviation as possible.

If we define p is the number of parameters, AIC is given b.y

AIC : -2logt(s,0(s)) +2p (10)

When we constmct a Feed-Forward type neural network, we define N;r, a.s the
number of neurons in the input layer, and No,4 is for those in the output layer, then
the number of weights is given by

where ly', is the number of neurons in :rth hidden layer a"nd If is the number of
hidden layers.

r : (ru"n, + i n,nu+r + n.,'r,",) . (Ë N, + N,*) 1
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Fig. 7: Logistic Map Fig. 8: Sequence generated by ECNN

On the other hand, if we connect neurons mutually and define N as the total
number of neurons, since the mrmber of weights is N(N - 1), and the number of
threshold value is given by ly' - N1,,, we have

p : N(N - 1) + N - Nr," : N2 - Nn

Here we assume that the error function €1 : tj - zi between the teacher signals
ti aud the output signals zi is to follow the independent normal distribution, the
log likelihood of error frmction is

Ioeï(a,e@)): -rybg(2ro2) - #f,"tn,
j :7

where P is the total mrmber of teacher signals.
Flom this equation, maximizing be f (A,ti1g;; means minimizing the error ftrnc-

tion, thus we cân see weights value has been estimated maximum likelihood. Indi-
vidtral i is the network which has smaller AICi valve is a more adopted network,
and therefore the fitness function of individual i can be defined as normalized using
maximum AIC*o" and minimum AIC*6 of whole gene pool, we have

Fitness(i) :
Af c^o, - AICi

AIC^', - AIC*1*

The benchmark simrrlation data which ECNN trained by sequence generated
from l-dimensional logistic map is shown as Fig.7-9.

5 Conclusion

This paper presents an approach to generate a creative sequence by a network
which is constntcted from chaotic neurons having nonlinear dynamics as its re-
sponse. Since the chaotic neural network has the diffrculty in its training method,
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Fig. 9: Comparison Logistic Map with Seqrtence from ECNN

we have introduced evolving method as another training methodolory which imitates
the processes where living things adapt their structures to the various environments
by evolution and learning. As for the estimation function in process of genetic algo-
rithm, we adopt the AIC valrre of the phenotype corresponding to each individual.

We have to assemble some data about convergence of evolving chaotic neural
network, or compa.rison of time until it converges with the other model which rnes
simple error back-propagation mle as its training method. Judging from the data
obtained at the present stage, it will be easier that we discover some attractors
which carses the nonlinear behavior containing chaos or a limit cycle.
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