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Abstract An anticipatory reasoning-reacting system (ARRS) has been proposed as
a highly reliable and highly secure reactive system. The most important component
of an ARRS is its anticipatory reasoning engine (ARE). We have proposed temporal
relevant logic (TRL) as a sound logical basis of anticipatory reasoning, and shown
that parallel processing techniques are effective to efficient anticipatory reasoning.
This paper presents a real ARE we are developing based on TRLs. We define
basic requirements of art ARE. discuss impleurentation issues for an ARE, present
our implementation techniques, and show and discuss some current experimental
results obtained by using our ARE. Our ARE ca.n also be used in ot}er computing
anticipatory systems where anticipatory rea^soning plays a key role.
Keywords : Anticipatory reasoning, Prediction, Temporal releva"nt logic, Forwa,rd
deduction

1 Introduction

An anticipatory reasoning-reacting system (ARRS for short) ha-s been proposed
as a highly reliable and highly secure reactive system [9, 10, 13]. An ARRS is a
computing system containing a controller C with capabilities to measure and monitor
the behavior of the whole system, a traditional reactive system RS, a predictive
model PM of RS and its external environment, and an anticipatory rea.soning engine
ARE such that according to predictions by ARE based on PM, C can order and
control RS to carry out some operations with a high priority [9, 10].

An ARE is the most important component in an ARRS and it may be a,n
application-independent general one [9, 10]. In order to implement an ARE, there
are two issues; a sound logical basis underlying anticipatory reasoning are required

[10]; anticipatory reasoning gets enough effective conclusions anticipatorily within
an acceptable time in order to satisfy the requirement of high reliability and high se-
curity from applications [11]. \Me have proposed temporal relevant logics as a sound
logical basis of anticipatory reasoning [tO], Ueen developing an automated forward
deduction system for general-purpose entailment calculus (EnCal for short) which
is one of a reasoning engine [5] and shown that parallel processing techniques are
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effective to efficient anticipatory reasoning [11] however there is no real ARE. We
expect that we can develop an ARE by integrating them.

This paper presents a prototype implementation of an ARE. We explain related
works of an ARE, show basic requirements which we have defrned, discuss imple-
mentation issues, present our implementation techniques, show current experimental
results and discuss the experimental results. We also show that Our ARE can also
be used in other computing anticipatory systems where anticipatory reasoning plays
a key role.

2 Relate Work

We summarize related works of an ARE. Anticipatory reasoning is rea,soning to draw
new, previously unknown and/or unrecognized conclusions about some future event
or events whose occurrence and truth a.re uncertain at the point of time when the
reasoning is being perfbrrned [10]. An ARE is a,n computing program which executes
anticipatory reasoning.

Now we have no real ARE yet. We have only defrned requirements of an ARE
and we have only proposed some useful tools and techniques for developing an ARE.
The requirements are as follows.

1. An ARE must deduce conclusions about some future event or events.

2- Conciusions deduced by aa ARE must be correct if premises are correct.

3. Anticipatory reasoning gets enough effective conclusions anticipatorily within
an acceptable time in order to satisfy the requirement of high reliability and
high security from applications

From requirement 1 and 2, an ARE requires a logic system underlying antici-
patory reasoning adequately. We have proposed four requirements which the logic
system underlying anticipatory reasoning satisfies at least. The requirements are
as follows; the logic must be able to underlie relevant reasoning as well as truth-
preserving reasoning, it must be able to underlie ampliative reasoning, it must be
able to underlie paracomplete and paraconsistent reasoning and it must be able to
underlie temporal reasoning [10]. We also have proposed temporal relevant logic
(TRL for short) which satisfy the requirements [6, 7, 10]. TRLs are obtained by
introducing temporal operators and related axiom schemata and inference rules into
strong relevant logics. TRLs a,re extensions of strong relevant logics [3, 4, 8].

From requirement 2, An ARE must be based on automated forward deduction
because the conclusion deduced by it must be definitely correct if premises are cor-
rect [11]. Automated forward deduction is a process of deducing new conclusions
from premises automatically by applying inference rules to the premises and pre-
vi,orrsly deduced conclusions repeatedly until some previously specified termination
conditions are satisfied f5l.
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As a forward deduction engine, we have been developing EnCal [5]. EnCal is a
general forward deduction engine however we can not use EnCal as an ARE. EnCal

leaves TRLs out of consideration.
f.}om requirement 3, we have shown that pa"rallel processing techniques are ef-

fective for efficient anticipatory reasoning. The techniques are the parallelization of

automated forward deduction. We have implemented parallelized versions of EnCal
according to the techniques on a shared memory parallel computer and a cluster of

PCs. In both implementation, Speed-up ratio of forward deduction engine executing
with 16 processors achieve almost 12 times to forward deduction engine executing
with 1 proceesor by the pa.rallel processing techniques [11]. This fact does not mea,n

that we have implemented a parallelized ARE because parallelized versions of EnCal
also leaves TRLs out of consideration.

3 Implementation

3.1 Protot5pe of an Anticipatory Reasoning Engine

An ARE is aforward deduction engiae based on TRLs. An ARE makes candidates of
prodictions according to predictive modd(PM) with data given by controller(C) and
logical theoresrs of TRLs. We ocpect that we can develop an ARE by integrating
them.

As a first step of developing an AR"E, we implement a prototype of an AR-E by
simply improvingEnCal. Our ARE take empirical theorems which are PM and data
grven by C andlogical theorerns of TRLs, inference rules a,nd termination conditions
as input. It deduces sûndrÉi6ns which are candidates of predictions form premises

a'utorratically by apply inference rules to the premises and previously deduced con-
clusioqos rmtil some previously specifred termination conditions are satisfied. If the
termination conditions are satisfied then it outputs all candidates of predictions.

9.2 Implemerrtation issues

EnQal is a general forward deduction engine however \ffe cân not use present EnCal
as an ARE. The reasons are a.s follows.

1. Present EnCal can not deal with temporal operators defined in TRLs'

2. present EnCal can not deal with some inference rules defined in TRLs.

3. The termination condition of present EnCal is not suitable for an ARE.

First, EnCal ca,n not deal with temporal operators such as until operator(U),
since operator(,9), future-tense sometime operator(-F), past-tense sometime opera-
tor( P), future-tense always operator( G), past-tense always operator(,ff), tomorrow
operator( ?) and yesterday operator(I') which are defined in TRLs [14]. EnCal only
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provides logical operâtors such as 4, €, *, ê, V, A and - which are defined in
such as classical mâthematical logics, relevant logics [1, 2] and strong relevant logics.

Second, EnCal can not deal with inference rules which is defined in temporal
relevant logics too. EnCal provides only one inference rule whose name is modus
ponens(from A and A+B to infer B) however we want to use other inference rules
such as adjunction (from A and B to infer AvB) and temporal generalization(from
A to infer GA and .ÉtA) defined in TRLs and we also want to use some inference
rules which is useful for anticipatory rea.soning. We also select one or more infererrce
rules in the inference rules because we do not always want to use all the inference
rules.

La.stly, the termination condition of EnCal is not suitable for an ARE. In general,
both the logical theorems of a logic system and empirical theorenrs deduced based on
the logic from some premises are infinite sets of formrdas, even though the premises
are finite. In order to develop a computational tool for reasoning about logical and
empirical entailment, Cheng constraints the conclusions to a set of formula.s with
low (entailnrent) degree [5]. This stratery can be applied to cornputatlmâl tools
that reason about strong relevant logics. EnCal adopts a termination condition
as a method proposed by Cheng [5]. The method i.r* making a fragment of all
conclusions deduced from premises. By the method deduced conclusions are limited
by mea.suring degree of nested a implication which is a one of logical operators. The
method can be used as a termination condition for a EnCal [5] however it can not
work well as a termination condition for an ARE. In temporal relevant logics, there
is a temporai generalization which is an inference rule joining temporal monadic
operators G and I[ to a formula. If th€ ARE does not have the limit method for
joining temporal monadic operators G and .Ef to a formula, then the ARE may not
terminate its execution.

3.3 Implementation of an ARE

For developing an ARE, we improve EnCal and adopt new termination condition-
First, we increase the number of operators which EnCal provides in order to deal

wittr temporal operators. We add two binary operators which denote U and S and
six monadic operat<-rrs which denote G, H, F, P, T, and Yto EnCal.

Second, we implement some inference rules which are adjunction, temporal gen-
eralization and some other inference rules which are useful for anticipatory reasoning.
We can also select one or more inference rules which we want to use in the inference
rules.

La.stly, we adopt new termination conditions for an ARE. We have proposed new
limit method for TRLs [14]. We have introduced temporal degree of a formula which
is nesting depth of temporal operators in that formula. Temporal degree(D1) of a
formula can be formally defined as:

l. D/A):O if and only if there is no temporal operator in A;
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2. If A has the form of U!(B,C), where !trr is one of binary temporal operâtor,
then D,(A):max(D1(B);Dr(C)) + 1;

3. lf A has the form of OB, where O is one of una.ry temporal operator, then
D{A):orçg1 a 1,

4. If A has the form of /.B, where @ is one of unary logical connectives, then
Dt(A):P1191

5. If A has the form of B$C, where / is one of binarS' logical connectives, then
D1 (A):ps;ç (D /B) ; D 7Q))

6. If A has the form of orB,where a is one of quantiûers, then Dt(A):pr1Bt,
If Dt(A\: i where i is a natural number, A is called a ith temporal degree
formula.

Let (.F(I), tL,Th(L)) be one of TRLs, a.nd k be a natural number. The ktâ
temporal degree fragment of L, denotedby Th'k(L), is a set of logical theorems of .L
which is inductively defined as follows (in the terms of Hilbert style formal system):

f . if ,4 is an axiom of -L, then A €.Th'kQ)

2. fi A is a jth(j < k) degree formula which is the result of applying an inference
rule of tr to some members of Th'k(L\, then A e Th'k(L).

3. Nothing else are members of.Th'k(L).

Obviously, the definition of the ktà temporal degree fragment of logic tr is con-
structive. Let (F(L)f L,f h(L)) be one of TRLs, premise P c F(L), and k and j be
twcr natural numbers. A formula ,4 is said tobe jth-temporul-degree-deduci,ble from
P based on Th'k(L) if and only if there is an finite sequence of formulas h... f.
such that fn: A and for all z(z < n) l)ft e Th'k(L), or 2)fi € P or 3)fi whose
temporal degree is not higher than j is the result of applying an iaference rule to
some mernbers /i1 ...fi* (j|... j* < i) of the sequence.

V P + /, then the set of all formulas which are jth-terrpral-d,egree-deducible

from P based on Th'k(L) is called the jth temporal degree fragment with premises
P based on Th'k(L), denoted by Tlnnr";,(P). To carry out anticipatory reasoning
in ARE, we can combine this strategy based on temporal degree with the strategy
based on (entailment) degree in order to further narrow down the searching space
of possible candidates for predictions.
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4 Some Current Experimental Results

In order to show that our AR.E works correctly, we experiment with our ARE under
a scenario; a fire breaks out in a building which has ten floors and fire starts on a
sixth floor. We make a simple PM which models behavior of fire as follows.

1. If a floor starts burning, then the fire will spread all over the floor, i.e., the
floor becomes all burnt, a,nd also spread upward and downward in different
speeds.

2. if. a floor is all burnt, then the floor does not burn again.

3. if a floor starts burning, then the floor must be going to be all burnt.

4. Tirne for a floor to be all trurnt from start burning time is ?, time for fire to
spread upper adjacent floor is also ?, and time for fire to spread lower adjacent
floor is 2x L

If candidates of predictions deduced by our ARE correspond to the PNI then our
ARE works correctly, because A:] ARE makes candidates c,f predictions according
to a PM.

We also make empirical theorems given by a C to an ARE. The empirical theo-
rems is floor state. A floor has three states. We describe the states by predicates as
follows; a predicate "NB(x)" denotes 'Î-th floor is not burning", a predicate "SB(x)"
denotes 'Î-th floor is start burning" and a predicate "AB(x)" denotes "x-th floor
is all burnt". The empirical theorems which the C gives to an ARE âxe âs follows;
NB(1),  NB(2),  NB(3),  NB(4),  NB(5),  5B(6),  NB(7),  NB(e),  NB(g) and NB(10).
the PM is also described by formulas which are construcied by the predicates and
operators of TRL. The number of formulas of empirical theorems given by the C
and the PM are 84.

We show inference rules and axiom schemata used in the experiment. We use
two inference rules. One is "A, A=)B F B" which is modus ponens. The other
is "A, B, (AvB)+C F C" which is short circuit version of modus ponens and ad-
jurrction. We use ten axiom schemata of TRL. These axiom schernata are follows;
((A+B)+((B+C)=+(A+C))),  ((A+ -B).+(B+ -A)),  (G(A+B)=+(GA=+GB))

, (GA+GGA) , (GA=+2'A) , G(f(A+B)+(rA+?ts)) , (1'(A=+B)+(1tA+?ts))

, ( Y(A+B)+( YA+ )B)), ( r(AvB)+( TAv ?ts)) and ( Y(AvB)=+( rAv YB) ).
We also show entailment degree and temporal degree. In the experiment, we

specify entailment degree 2 and specify temporal degree 1 to 5.
Our test platform is a computer with 3GHz Pentium 4 CPU, 2G byte main

memory. The table 1 shows the experimental results of our ARE. In the table, "D1"
denotes temporal degree, "conclusions" denotes the number of conclusions deduced
by our ARE, "time" denotes a execution time, "s" denotes second, "uy'' denotes
a conclusion which denotes a floor upper than 6th floor will start burning at the
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farthest future. "down" denotes a conclusion which denotes a floor lower than 6th
floor will start burning at the farthest future. "burnt" denotes a conclusion which

denotes a floor will be burnt at the farthest future. In the table 1, we use an
abbreviation which is ]l,. ?' denotes a sequence of n characters of T, i.e., Ta
denotes TTTT.

Table 1: The relation between temporal degree and conclusions deduced by our
ARE

D1 conclusrons time up down burnt

1
2
3
4
5

402
1445
3&5
7797

13861

3s
39s

261s
1261s
4347s

rlsB(7)
rrsB(8)
r3sB(e)
14sB(10)

N/A

N/A
rrsB(5)

N/A
?'4sB(4)

N/A

rlAB(6)
T2AB(7)

r3AB(5),r3AB(8)

"4AB(e)
"5AB(4),"5A8(10)

Conclusions which are deduced at upper temporal degree contain in conclusions
which a.re deduced at lower temporal degree. ln the table 1. we found following.

1. In conclusions whose ternporal degree is n(n < 5), T.AB(5 + n) is included.

2. In conclusions whose temporal degr€€ is n(n < 4), T"58(6 + n) is included.

3. In conclusions whose temporal degree are 2, T2SB(5) is inciuded and In con-
c*trsions-whose temporal degree are 4, TaSB(4) is included.

4. In eonclusions whose temporal degree are 2, TyAB(5) is included and In con-
clusions whose temporal degree are 4, TsAB(4) is included.

5. The mrmber of eonclusions becomes lager as temporal degree becomes higher.

6. The execution time of an ARE becomes longer as temporal degree becomes
higher.

Fbom result l, 2, 3 a,nd 4, we found that our ARE works correctly because
our ARE makes candidates of predictions correctly according to our simple PM.
We fognd that our ARE makes the farthest future candidates of predictions as
temporal degree becomes higher too. Flom result 5 and 6, we found that if we want
to make the farthest future candidates of predictions then an ARE must deduces
more number of conclusions and must need more time.
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5 Discussion

Through this implementation, we found new requirements for ARE. An ARE should
accept premises whictr a C gives in process of a execution of an ARE. ARRSs are real
time systems. Behaviors of the systems and its external environment must change
with time however our ARE may not correspond to the changes. Our ARE only takes
premises which the C gives as initial input. It can not accept neïrer premises until
it finishes its execution therefore it can not make newer candidates of predictions.
An ARE also should remove premises and/or conclusions which a,re deduce by the
ARE. Behaviors of the systems and its external environrrent must change with time
therefore premises and conclusions deduced by an ARE may become useless to make
candidates of predictions. From these reasons, an ARJ should be a,ble to remove its
premises and/or conclusions.

To develop a practical ARE, the most importa.nt issue is to improve an efficiency
of AR-E. In the experiments, we made a very simple PM and very small number
of premises which a C grves however the execution tirre of our ARE is hrge wheo
we specify temporal degree are 5. In practical use, a execution time of ARE must
become larger because a PM becomes more complex and the mrmber of premises
which a C gives becomes larger. We have to implement an parallelization version
of an ARE according to a parallel processing techniques which we have proposed-
We also evaluate the techniques adequate for an ARE. If not, then we must propose
new techniques for efficient anticipatory reasoning.

In practical use, we have a new issue. The issue is how we find useful, importa.nt
and/or interesting conclu,sions in a lot of conclusions. We ca,n not use usefirl, impor-
tani and/or interesting predictions unless we found the predictions in conclusions
deduced by an ARE even if the ARE deduces such predictions. In practical use, a
number of conclusions must be large. As a number of conclusions deduced by an
ARE becomes larger, investigating useful important and/or interesting conclusions
becomes more difficult and its execution time becomes longer. We must automate
the investigating process. We also propose some criteriron in order to automate the
investigating process.

Our ARE can be used by other computing anticipatory systems from two rea-
sons. One is that our ARE is not specialized for an ARRS. The other is t.hat an
anticipatory system is one in which present change of state depends upon future cir-
cumstance rather than merely on the present or past [12J. In order to make future
circumstance, our ARE can be used.

6 Concluding Remarks

In this pâper, we have presented our prototype of an ARE and we have shown
some current experimental results of our anticipatory reasoning engine. From the
experimental results, we showed that our ARE is useful tool for anticipatory systems
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which requires predictions. Flom the experimental results, we also showed that
our anticipatory reasoning engine is not practical one yet because the execution
time of our a^nticipatory rea.soning engine is large. Applications systems which use
a,nticipatory reasoning engine can not allow the execution time. Flom discussion, we
have proposed some new requirements for an anticipatory reasoning engine and some
issues to develop a practical one. From the issues, as future works, we implement a
parallel anticipatory reasoning engine with parallel processing techniques which we
have shown in order to shorten the execution time and we also implement â new
ARE which satisfies the new requirements.
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