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Abstract
In meeting the challenges that resulted from the explosion of collected, stored, and
transferred data, Knowledge Discovery in Databases or Data Mining has anerged as a
new research area. However, the approaches studied in this area have mainly been
oriented at highly structured and precise data pertaining to a single dimension mostly. In
addition, the goal to obtain understandable results is often neglected. Since the aim of
fuzzy technology has always been to model linguistic information and to achieve
understandable solutions. we expect it to play an imporiant role in heteroganeous
information mining. The objective of the paper is To analyze heterogeneous information
sources with the prominent aim of producing comprehensible results.
Keywords: Data Mining, Heterogereous data, Fuzzy models, Information mining,
Decision making, Hypothesis.

I Introduction

Data is also being pulled in from many more sources. With the explosion in Inæmet
use, data pours into data warehouses very quickly. Funy Logic and Fuzy Expert
Systems define fuzzy logic as a "Superset of conventional (Boolean) logic that has been
extended to handle the concept of partial truths - truth values between compietely true
and completely false". It is the process of identiffing interesting pattems and describing
them in a concise and meaningful manner. Most of the techniques used in feanrre
extraction are highly mathematical and are quantitative in nature. To fully exploit all fte
attributes of an object present in the data set, one must use the qualitative ætributes.
These can then also be used in describing the rezult such that the result can be easily
understood. Fuzzy logic bridges this gap and allows the use of qualitativeÂinglistic
terms in formation of extraction rules.

The amount of information being collected by businesses, companies and agencies is
large. A recent advance in technologies to automate and improve data collection has
only increased the volumes of data. The need for collecting data is to extract useful
information. Data mining is primarily the process of knowledge discovery in databases.
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The data of interest is the previously unknown and potentially useful information
contained in the database

In contrast to the abundance of data there is a lack of tools that can transform these
data into usefirl information and knowledge. Although a user often has a vague
understanding of his data and their meaning - the user can usually formulate
hypotheses and guess dependencies-, the user rarely knows

a. Where to find "Relevant" pieces of information
b. Whether the information extracted is supportive of the hypothesis considered.
c. Whether more "relevant" data can be extracted from the data.
d How can the information be extracted in more reliable and faster wav?

2 Pertinence of Fuzzy Set Models for Mining Heterogeneous
fnformetion

The fact that pure neural networks are often seen as data mining methods, although
their learning result (matrices of numben) is hardly interpretable, shows that in contrast
to the standard definition the goal of understandable patterns is often neglected. Of
courses there are applications where comprehensible results are not needed and, for
exarnple, the prediction accuracy of a classifier is the only criterion of success.

Fuzzy sets are known for their pertinence to predictability rather than precision. They
help in cutting out the unwanted computation of high voluminous data from data
warehouses and data marts by inducing near to precision fuzzy rules that dissect the
data repositories to bring out relevance required by the user. The process ofsetting up a
model for this purpose involves linguistic computation cutting down the process of
incorporating complex mathematical models.
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Figure l: Simplified process diagram
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3 Fuz.zy Model Based Classification of Non-Inter Compatible Data

3.1 Inducing Fuzzy Hypothesis Rule

Fuary sets are a generalization of crisp sets providing increased expressive power
and comprehensibility. There have been many attempts to induce fizzy concept
representations from data. These include fuzzy neural networks, fuzzy decision trees,
genetic algorithms, grid methods, and clustering.

The basic structure of this process model is depicted in figure l. The diagram
indicates that data mining is essentially a circular process, in which the evaluation
(Assessment) of the results can trigger a re-execution of the data prep-ration and model
generation steps. In this process, fivry set methods can profitably be applied in several
phases.

Figure 2: Process Methodology defining Business Intelligence

The "Business Logic Empathizing" and "Data Discemment" phases are usually
strongly human centered and only little automation can be achieved here. These phases
serve mainly to define the goals of the knowledge discovery project, to estimate its
potential benefit, and to identiff and collect the necessary data. In addition, background
domain knowledge and meta-knowledge about the data is gathered. In these phases,
firzzy set methods can be used to formulate, for instance, the background domain
knowledge in vague terms, but still in a form that can be used in a subsequent modeling
phase. Furthermore, fiizzy database queries are useful to find the data needed and to
check whether it may be useful to take additional, related data into account.
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In the data preparation step, the gathered data is cleaned, transformed and maybe
properly scaled to produce the input for the modeling techniques. In this step finzy
methods may, for example, be used to detect outliers, e.g., by fuzzy clustering the data
and then finding those data points that are far away from the cluster prototypes. The
modeling phase, in which models are constructed from the data in order, for instance, to
predict future developments or to build classifiers, can, of course, benefit most from
finzy data analysis approaches. These approaches can be divided into two classes. The
first class, fvzy data analysis, consists of approaches that analyze finzy data-4ata
derived from imprecise measurernent Instruments or from the descriptions of human
domain experts. An example from our own reseaf,ch is the induction of possibility
graphical models from data" which complements the induction of the well-known
probabilistic graphical models. The second class, fuzzy data analysis, consists of
methods that use fuzzy techniques to structure and analyze crisp data, for instance,
fuzzy clustering for data segmentation and rule generation and Neuro-firzzy systems for
rule generation.

In the evaluation phase, in which the results are tested and their quality is assessed"
the usefulness of Fuzzy modeling methods becomes most obvious. Since they yield
interpretable systems, they can easily be checked for plausibility against the intuition
and expectations of human experts. ln addition, the results can provide new insights into
the domain under consideration, in contrast to, e.g., pure neural networks, which are
black boxes.

3.2 Simplifying the process of comprehending Heterogeneous Data

ln order to use fuzzy systems in data analysis, it must be possible to induce fuzzy
rules from data. To describe a fi,v4 system completely we need to determine a rule
base (structure) artd fuzzy partitions (parameters) for all variables. The data driven
induction of fuzzy systems by simple heuristics based on local computations is usually
called Neuro-fuzzy. If we apply such techniques, we must be aware of the trade-of
between precision and interpretability. A fuzzy solution is not only judged for is
accuracy, but alse-if not especially'-for its simplicity and readability. The user of the
fuzzy system must be able to comprehend the rule base.

Important points for the interpretability of a fuzzy system are that

a. There are only few fuzzy rules in the rule base,
b. There are only few variables used in each rule,
c. The variables are partitioned by few meaningful Fuzzy set,
d. No linguistic label is represented by more than one Fuzzy set.

There are several ways to induce the structure of a fuzzy system. Cluster-oriented
and hyperbox-oriented approaches to fiizzy rule learning create rules and fiuzy sets at
the same time. Stmcture-oriented approaches need initial fuzzy partitions to create a
rule base. Cluster-oriented rule learning approaches are based on fuzzy cluster analysis
i.e., the learning process is unsupervised. Hyperbox-oriented approaches use a
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supervised learning algorithm that tries to cover the training data by overlapping
hyperboxes. Fuzzy rules are created in both approaches by projection of clusters or
hyperboxes. The main problem of both approaches is that each generated fuzzy rule
uses individual membership functions and thus the rule base is hard to interpret.
Cluster-oriented approaches additionally suffer from a loss of information and can only
determine an appropriate number of rules, if they are iterated with different fixed rule
base sizes.

3.3 Hypothesis Testing and Verification (heterogeneous data mining)

Structure-oriented approaches avoid all these drawbacks, because they do not search
for (hyper ellipsoidal or hyper rectangular) clusters in the data space. By providing
(initial) fuzzy sets before fuzzy rules are created the data space is structured by a
multidimensional fuzzy grid. The rule base is created by selecting the grid cells
containing data. This can be done in a single pass through the training data. Thus the
size of the rule base can be determined automatically by adding rules ordered by their
performance until all training data is covered. The performance measure is also used to
compute the best consequent for each rule. The number of fuzzy rules can be restricted
by including only the best rules in the rule base. It is also possible to use pruning
methods to reduce the number of rules and the number of variables used by the rules. In
order to obtain meaningful fuzzy partitions, it is better to create rule bases by structure-
oriented leaming than by cluster-oriented or by hyperbox-oriented rule learning.

The latter two approaches create individual fuzzy sets for each rule and thus provide
less interpretable solutions. Structure-oriented methods allow the user to provide
appropriate fuzzy partitions in advance such that all rules share the same fuzzy sets.
Thus the induced rule base can be interpreted well. After the rule base of a fuzzy system
has been generated, we must usually train the membership function in order to improve
the performance. For example, the fruzy sets are funed by a simple back propagation-
like procedure. The algorithm does not use gradient-descent, because the degree of
fulfillment of a fuzzy rule is determined by the minimum and noncontiguous
membership functions may be used. lnstead a simple heuristics is used that results in
shifting the fazzy sets and in enlarging or reducing their support.

The main idea is to create comprehensible fvz4 classifiers, by ensuring that fuzzy
sets cannot be modified arbitrarily during learning. Constraints can be applied in order
to make sure that the fvzzy sets still fit their linguistic labels after leaming. For the sake
of interpretability we do not want adjacent fuzzy sets to exchange positions; v/e want
the fiizzy sets to overlap appropriately, etc. The approach to generate fuzzy classifiers
from data has the followins features:

a. Structure-oriented fuzzy rule leaming,
b. Automatic determination of the number of rules,
c. Treatment of missing values (without imputation), the ability to use data with

both numeric and symbolic attributes
d. Constrained fuzzy set learning, and
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e. Automatic pruning strategles

If Neuro-fuzzy methods are used in information mining, it is useful to consider their
capabilities in fusing information from different sources. Information fusion refers to
the acquisition, processing, and merging of information originating from multiple
sources to provide a better insight and understanding of the phenomena under
consideration. There are several levels of information fusion. Fusion may take place at
the level ofdata acquisition, data pre-processing, data or knowledge representation, or
at the model or decision-making level. On lower levels where raw data is involved, the
term (sensor) data fusion is preferred.

lf a finzy classifier is created based on a supervised learning problem - L, then the
most common way is to provide a data set, where each pattem is labeled-ideally with
its correct class. That iso we assume that each pattem belongs to one class only.
Sometimes it is not possible to determine this class correctly due to a lack of
information. Instead of a crisp classification it would also be possible to label each
pattern with a vector of membership degrees. This requires that a vague classification is
obtained in some way for the training patterns, e.g. by partially contradicting expert
opinions. Training pattems with fuzzy classifications are one way to implement
infomtation fusion with Neum-fuzzy systems. If we assume that a group of n experts
provide partially contradicting classifications for a set of training data we can fuse the
expert opinions :lnto fuzzy sets that describe the classification for each training pattern.
According to the context model, we can view the experts as different observation
contexts. The training then reflects fusion of expert opinions on the data set level.
Another aspect of information fusion is to integrate expert knowledge in form of fuzzy
rules and information obtained from data. If prior knowledge about the classification
problem is available, then the rule base of the fuzzy classifier can be initialized with
suitable fuzzy rules before rule leaming is invoked to complete the rule base. If the
algorithm creates a rule from data that contradicts rvith an expert rule then we can

a. Always prefer the expert rule,
b. Always prefer the learned rule, or Select the rule with the higher performance

value.

It is necessary that we determine the performance of all rules over the training data
and in case of contradiction the better rule prevails. This reflects fusion of expert
opinions and observations. Because we are able to resolve conflicts between rules based
on rule performance, it is also able to fuse expert opinions on the fuzzy rule level. Rule
bases from different experts can be entered as prior knowledge. They will be fused into
one de base and contradictions are resolved automatically by deleting from each pair
of contradicting rules the rule with lower performance. After all contradictions between
expert rules and rules leamed from data were resolved, usually not all rules can be
included into the rule base, because its size is limited by some crilerion. In this case we
must decide whether to include expert rules in any case, or to include rules by
descending performances values. The decision depends on the trust we have in the
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expert's knowledge and in the training data. A mixed approach can be used, e.g. include
the best expert rules and then use the bestlearned rules to complete the rule base. A
similar decision must be made, when the rule base is pruned after training, i.e. is it
acceptable to remove an expert rule during pruning, or must such rules remain in the
rule base.

3.4 Improvisation of Hypothesis results: De.fuzzified Decision

Since reasoning in multi-dimensional domains tends to bc infeasible in the domains
as a whole-and the more so, if uncertainty and imprecision are involved-
decomposition techniques, that reduce the reasoning process to computations in lower-
dimensional subspaces, have become very popular. In the field of graphical modeling,
decomposition is based on dependence and independence relations between the
attributes or variables that are used to describe the domain under consideration. The
structure of these dependence and independence relations are represented as a graph
(hence the name graphical models), in which each node stands for an attribute and each
edge for a direct dependence between two attributes. The precise set ofdependence and
(conditional) independence statements that hold in the modeled domain can be read
from the graph using simple graph theoretic criteria, for instance, d-separation, if the
graph is a directed one, or simple separation, if the graph is undirected. The conditional
independence graph (as it is also called) is, however, only the qualitative or structural
component of a graphical model. To do reasoning, it has to be enhanced by a
quantitative component that provides confidence information about the different points
of the underlfng domain. This information can often be represented as a distribution
function on the underlying domain, for example, a probability distribution, a possibility
distribution, a mass distribution etc. With respect to this quantitative cornponent, the
conditional independence graph describes a factorization of the distribution function on
the domain x a whole into conditional or marginal distribution functions on lower-
dimensional subspaces. Graphical models make reasoning much more efficient, because
propagating the evidential infbrmation about the values of some attributes to t}re
unobserved ones and computing the marginal distributions for the unobserved attributes
can be implemented by locally communicating node and edge processors in the
conditional independence graph. For some time the standard approach to construct a
gràphical model has been to let a human domain expert speci$ the dependency
structure of the considered domain. This provided the conditional independence graph.
Then the human domain expert had to estimate the necessary conditional or marginal
distribution functions, which then formed the quantitative component of the graphical
model. This approach, however, can be tedious and time consuming, especially, if the
domain under consideration is large. ln addition, it may be impossible to carry it out, if
no or only vague knowledge is available about the dependence and independence
relations that hold in the domain to be modeled. Therefore recent research has
concentrated on learning graphical models from databases of sample cases. Due to the
origin of graphical modeling research in probabilistic reasoning, the most widely known
methods are, of course, leaming algorithms for Bayesian or Markov networks.
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However, these approaches-as probabilistic approaches do in general-suffer frorn
certain deficiencies, if imprecise information, understood as set-valued data, has to be
taken into account.

4 lllustrative Example

Land evaluation is the assessment of land performance when used for specific
purposes. As such it provides a rational basis for taking land use decisions based on
analysis of relations between land use and land, giving estimations of required inputs
and projected outputs, and they must took into account the environmental effects of
agricultural practices. Land evaluation deals with two majors aspects of land: physical
resources such as soil, topography and climate, and socioeconomic resources like farm
size or managernant level. The need for optimal use of land has never been greater than
now at the present. The classic models of land evaluation (based on the limiting factor)
and land evaluation rules (from which models are established) assess these factors
separately and they do not consider this cultivation as a global syst€m. On the other
hand user knowledge has a vital importance to evaluate the crop, since user (farmer) is
the main agent who works directly on the system and who receives any decision.

4.1 Land Evaluation Description

This experiment aims to provide a robust and reliable environment which shall equip
the user, with all the necessary details pertaining to Productivity of any particular
desired Crop, based on the Geo-spatial data such as Land Humidity, Rainfall, Soil
Density and a host of other details, which shall be used to Predict whether the particular
User-specifietl Region is suitable for growth of the concerned Crop.

The experiment must have the following features:
a. It must have the complete set of Satellite Imagery, for Land Humidity, soil

Densify, etc. from which the input Data Set can be mined from.

b. The User must specify the region of Choice, for which the particular Data
shall be extracted and the Report shall be generated.

The development of the project is as follows:
a. Different Maps of the same region and of the same size are stored in the

database.
The user is then asked to click on one particular area and that area is selected
from all the maps in the database. This is done by retrieving 50 pixels long
and wide around the clicked region.
The clipped images are then subject to the analyzer. Intensity values in the
region are first noted and then, noting all the values of a particular map, the
most common value is taken out as input to the next level.

b.
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Figure 3: Clipping & Grooming of user-selected data

d. The inputs, when fed into the fuzzy inference engine, produce output
corresponding to the values from all the maps.

e. With the output received from the fuzzy ergine, the productivity of each crop
that is specified is found and given to the user who can then easily find out
which crop will provide maximum ouQul.

5 Conclusion

In knowledge discovery and data mining as it is, there is a tendency to focus on
purely data-driven approaches in a first step. More model-based approaches are only
used in the refinement phases (which in industry are often not necessary, because the
first successful approach wins-and the winner takes all). However, to arrive at truly
useful results, we must take background knowledge and, in general, non-numeric
information into account and we must concentrate on comprehensible models. The
complexity of the learning task, obviously, leads to a problem: When leaming from
information, one must choose between (often quantitative) methods that achieve good
performance and (often qualitative) models that explain what is going on to a user. This
is another good example of Zadeh's principle of the incompatibility between precision
and meaning. Of course, precision and high performance is important goals. However,
in the most successful fiizzy applications in industry such as intelligent control and
pattem classification, the introduction of fuzzy sets was motivated by the need for more

\
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human-friendly computerized devices that help a user to formulate his knowledge and
to clarif, to process, to retrieve, and to exploit the available information in a most
simple way. In order to achieve this user-friendliness, often certain (limited) reductions
in performance and solution quality are accepted. So the question is: What is a good
solution from the point of view of a user in the field of information mining? Of course,
correctless, completeness, and efficiency are important, but in order to manage systems
that are more and rnore complex, there is a constantly growing demand to keep the
solutions conceptually simple and understandable. This calls for a formal theory of
utility in which the simplicity of a system is taken into account. Unfortunately such a
theory is exfremely hard to come by, because for complex domains it is diffrcult to
measure the degree of simplicity and it is even more difficult to assess the gain achieved
by making a system simpler. Nevertheless, this is a lasting challenge for the fuzzy
community to me€t.
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