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Abstract
Thc notion of anticipatory system, in particular, computing anticipatory system' implies

a fundamental assumption or requirement, i.e., to be anticipatory, a computing system
must behave continuously and persistently without stopping its running. However, the
requirement that a computing system should run continuously and persistently is never

taken into account as an essential or general requiranent by traditional system desip
and development methodologies. As a result, a traditional computing system often has
to stop its running and service when it needs to be maintained, upgfaded or

reconfigured, it has some trouble, or it is attacked. From the viewpoints of anticipatory
computing and persistent computing, this paper shows that a new type of computing
systems, named "persistent computing systems." is indispansahle to desigrr and
development of mre computing anticipatory systems. The paper also discusses how
persistent cornputing systems can be constructed by soft system bus technologY, and
present some new scientific and technical challenges on anticipatory computing and
persistent computing.
Keywords: Anticipatory computing. Persistent computing, Anticipatory reasoning-
reacting systems, Soft system bus, Design and du'velopment methodology.

I Introduction

The concept of an anticipatory system first proposed by Rosen in I 980s [33]. Rosen
considered that "an anticipatory system is one in which present change of state depends

upon future circumstance, rather than merely on the present or past" and defined an

anticipatory system as "a system containing a predictive model of itself and/or its

environment, which allows it to change state at an instant in accord with the model's
prediction to a latter instânt." Rosen considered that the ability to take anticipation is
the intrinsic difference between organisms or living sysæms and non-living systems.

Since the pioneering work of Rosen, many scientists from various disciplines have
given various definitions of anticipatory systems in order to understand the

characteristics of anticipatory systems.
Dubois defined that "a computing anticipatory system is a system which computes its

current states in taking into account its past and present states but also its potential

future states." Dubois also distinguished betrveen strong anticipation and weak

anticipation such that "strong anticipation refers to an anticipation of events built by or

embedded in a system, while weak anticipation refers to an anticipation of events
predicted or forecasted from a model of a system." [15-17] More formally, Dubois
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defined an incursive discrete weak anticipatory system as "a system which computes its
current state at time l, as a function of its states as past times, . . ., 1-3, t-2, /- I , present
time /, and even its predicated states at future times t+1, t+2, t+3, ...

x(/+l) : A(...,4t-2),(t-l).x(r), x*(r+l), x*(t+Z), ...; p)

where the variable x* at future times /*1, t+2, ...are computed in using a predictive
model of the system." (Note: r(r) are the vector states at time r and p a set of
parameters to be adjusted.) Dubois also defined an incursive discrete sfrong
anticipatory system as "a system which computes its current state at time /, as a function
of its states as past times, . . ., t-3, t-2, /- I , present time /, and even its predicated states
at futme times ,+1, 1+2" t+3, ...

x{r+l) = A(...,4t-2), r(t-l),.r(t), x(r+l), x(t+2), ...; p)

where the variable r at future times r+1, t+2, ... are computed in using the equation
itself." [8]

Nadin mentioned the following operational definitions: "An anticipatory system is a
system whose culrÊnt state is defined by a future state." "An anticipatory system is a
system containing a predictive model of itself and/or of its environment, which allows it
to change state at an instant in accord with the model's predictions pertaining to a later
instant, in faster than real trme." [28-30]

Butz, Sigaud and Gerard defined anticipatory behavior as *a process, or behavior,
that does not only depend on past and present but also on predictions. expectations, or
beliefs about the funre." [2]

From these definitions of anticipatory systems, we can see that the following two
characteristics are common in the definitions: (l) for any anticipatory system,
concerning its current state, there must be a future state referred by the current state, and
(2) for any anticipatory system, its states form an infinite sequence. Therefore, we can
say that the notion of anticipatory system, in particular, computing anticipatory system,
implies a fundamental assumption or requirement, i.e., to be anticipatory, a commuting
system must behave continuously and persistently without stopping its running.

However, the requiranent that a computing system should run continuously and
persistently is never taken into account as an essential and/or general requirement by
traditional system design and development methodologies. A fact to support this
proposition is that $7s sannot find 'persistence' and/or 'persistent' related technical
terms defined or listed in various computer dictionaries, computer glossaries,
encyclopedia of software engineering, and handbooks of software reliability such as
[23-27,32, 4l]. As a result, although there are some individual computing systems that
are designed and developed with considerations on fault tolerance U,22], in general a
traditional computing system often has to stop its running and service when it needs to
be maintained, upgraded or reconfigured it has some trouble, or it is attacked, because
at the first stage of design and development of a system it is impossible to completely
speci$ all possible troubles, attacks, and end user requests that appear in the stage ofits
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everyday use. Therefore, traditional computing systems cannot provide an
infrastructure for computing anticipatory systems.

From the viewpoint of anticipatory computing and persistent computing, this paper
shows that a new tlpe of computing systems, named "persistent computing systems," is
indispensable to desigrr and development of true computing anticipatory systems. The
paper also discusses how persistent computing systems can be constructed by soft
system bus techniques, and present some new scientific and technical challenges on
anticipatory computing and persistent computing.

2 Persistent Computing and Persistent Computing Systems

Percistent Compuing is proposed by Cheng as a new methodology that aims to
develop continuously dependable and dynamically adaptive reactive-systerns, called
"percistenl compating systems," in order to build more tough, useful, and human-
friendly reactive systems fll, 12, 14]. Concepûrally, a reactive system is a computing
system that maintains an ongoing interaction with its environment, as opposed to
computing some final value on termination [2],3l]. Apercistent computing system is
a reactive system that functions continuously anytime without stopping its reactions
even when it is being maintained, upgraded, or reconfigured, it had some trouble, or iÎ is
being attacked [1], 12, 14]. Persistent computing systems have the two key
characteristics and/or fundamental features: (1) persistently continuous functioning, i.e.,
the systems can fimction continuously and persistently without stopping its reactions,
md (2) dynamically adaptive frmctioning, i.e., the systems can be dynamically
maintained, upgraded or reconfigured during its continuous functioning.

From the viewpoint of function (here we use "fimction" to mean 'lrovide correct
computing service to end us€trs"), all states of a computing system can be divided into
thee classes: fandbnal stu:tes, partially functional states, and disfunAional stotes. ln
a functional state, the system can function completely; in a partially functional state,
the sptern can firnction partially but not compleæly; in a disfunctional state, the systern
camot function at all. While, from the viewpoint of reaction (here we use 'leaction" to
mean "react to the outside envirmment"), all states of a cornputing system can be
divided into thrce classes: reactive states, partially resctive states, and dead stubs. In a
reactive state, the system can react completely; in a partially reactive state, the system
cæ react partially but not cornpletely; in a dead state, the system cannot react at all.
Therefore, a system in functional state must be also in reactive state; a system in
partially functional may be in either reactive state or partially reactive state; a system in
disfrrnctional state may be in either reactive state, partially reactive state, or dead state.

Based on the above definitions, we can also define a persistent computing system as
a reactive system which will never be in a dead state such that it can evolve into a new
functional state in some (autonomous or controlled) way, or can be recovered into a
functional state from a partially functional or disfunctional state by some (autonomous
or controlled) way. While, a traditional computing system is different from the
persistent computing system in that it must eventually be in a dead state.
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Persistent computing and persistent computing systems are motivated by the
following problems: (1) to solve the problem of automated theorem finding f4, 5, 39,
401, (2) to develop autonomous evolutionary information systems [8, 13], (3) to build
anticipatory reasoning-reacting systems [9, 10, 20,34j, and (4) to provide users with the
way of computing anytime anywhere, i.e., ubiquitous computing lll, 12, l4]. Refer to
[4] for some more detailed explanations. Besides the third problem that is directly
related to computing anticipatory systems, the other three problems are also some how
related to computing anticipatory systems. For example, anticipatory reasoning can be
regarded as the problem of automated theorem finding in a formal theory based on
temporal relevant logics; Torres-Carbonell, Parets-Llorca, and Dubois have discussed
the relationship between software systems evolution and incursive discreæ sûong
anticipatory systems [36]; if we consider computing anticipatory systems from not ooly
the aspect of time but also the aspect of space, then they certainly concem ubiquitous
computing.

Persistent computing and persistent computing systems are proposed with the
considerations based on the following fundamental principles [6, 7]:

Tbe wholeness pri*ciple of concunent systems: "The behavior of a concurrent
system is not simply the mechanical putting together of its parts that act concurrently
but a whole such that one cannot find some way to resolve it into pare mechanically
and then simply compose the sum of its parts as the sarne as its original behavior."

The uncertainty principle in mcasuring and monitoring concarrEnt sys/eins: "The
behavior of an observer such as a run-time measurer or monitor cannot be separated
from what is being observed."

The self-measurernent prtnciple in designing, developing, and maintaining
concunent systems: "A large-scale, longJived, and highly reliable concurrent system
should be constructed by some fimction components and some (maybe only one)
permanent selÊmeasuring components that act concurrently with the function
components, measure and monitor the system itself according to some requirements,
and pass run-time information about the system's behavior to the outside world of the
system."

The dependence principle in measuring, moniturtng, and controlling: ..A system
cannot control what it cannot monitor, and the system cannot monitor what it cannot
measurg."

Based on the above fundamental principles, we considered that a persistent
computing system can be constructed by a group of control components including self-
measuring, self-monitoring, and self-controlling components with general-purpose
which are independent of systems, a group of functional components to carry out
special takes of the system, some data/instruction buffers, and some data/instruction
buses. The buses are used for connecting all components and buffers such that all
data/instructions are sent to target components or buffers only through the buses and
there is no direct interaction which does not invoke the buses between anv two
components and buffers.
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3 Design and Development of Persistent Computing Systems by Soft
System Bus Technology

Conceptually, a sofi system ôts, SSB for short, is simply a communication channel
with the facilities of data/instruction transmission and preservation to connect
components in a component-based system. It may consist of some data-instruction
stations, which have the facility ofdata/instruction preservation, connected sequentially
by transmission channels, both of which are implemented in software techniques, such
that over the channels datalinstructions can flow among data-instruction stations, and a
component tapping to a data-instruction station can send data/instructions to and receive
datalinstructions from the data-instruction station Il l].

The most intrinsic characteristic or most important requirement of SSBs is that an
SSB must provide the facility of data/instruction preservation such that when a
component in a system cannot work well temporarily all data/instructions sent to the
component should be preserved in some data-instruction station(s) until the component
works well to get these datalinstructions. Therefore, other components in the system
should work continuously without intemrption, except those components that waiting
for receiving new datlinstructions sent from the component in question. It is this
facility of data/instruction preservation that supports persistent computing in the sense
that the maintenance, upgrade, and reconfiguration of a persistelt computing system can
be done without stopping the running of the whole system.

From the viewpoint of structure, an SSB may be either linear or circular. On the
other hand, from the viewpoint of information flow direction, datalinstruction flows
along an SSB may be either one-way or bidirectional. Therefore, there may be four
types of SSBs: linear one-way, linear bidirectional, circular one-v/ay, and circular
bidirectional SSBs.

An SSB may be implemented as a distributed one as well as a centralized one. The
transmission channels of a distributed SSB may be implemented in a wired netwotk, a
wireless network, or a hybrid one by remote message-passing procedure calls, while the
transmission channels of a centralized SSB may be implernented in the host computer
by usual message-passing procedure calls.

Conceptually, an S.SB-ôased system is a cornponent-based system consisting a group

of control components including self-measuring, self-monitoring, and self-controlling
components u'ith general-purpose which are independent of systems, and a group of
functional components to carry out special takes of the system such that all components
are connected by one or more SSBs and there is no direct intemction which does not
invoke the SSBs between any two components [11, l4].

Similar to SSBs, the connection between components and data-instruction stations in
a distributed SSB-based system may be implemented in a wired network, a wireless
network, or a hybrid one by remote message-passing procedure calls, while connection
between components and data-instruction stations in a centralized SSB-based system
may be implemented in the host computer by usual message-passing procedure calls.
The most simple, centralized SSB-based system may include only one central control
component as the selÊmeasuring, self-monitoring, and self-controlling component,



while a large-scale, distributed SSB-based system may include many self-measuring,
self-monitoring, and self-controlling components respectively. All control components
of an SSB-based system should be invisible and inaccessible to any end-user. On the
other hand, a functional component in an SSB-based system may be a one with complex
intemal structure to perform some difficult task as well as a very simple one only with
the ability of communication with a data-instruction station.

As an example, Fig. I shows a circular SSB architecture of SSB-based system. The
group of central confol components includes a central measurer (Me), a central
recorder (R), a central monitor (Mo), and a central controller/scheduler (C/S), all of
which are permanent components of the system, and are independent of any application.
These central confol components are connected by a circular SSB such that all data and
instructions are sent to or received by components only through the SSB and there is no
direct interaction which does not invoke the buses between any two components. The
functional components are measure{ recorded monitored, and controlled by the central
contml componen3. All measurement data, instmctions issued by the central confrol
components, and communicating data between components flow along the SSB.

Fnlctfuul Coryatats

Fig. I A circular SSB architecture
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As this example shows, in an SSB-based system, the group of central control
components can be regarded as the 'heart' andlor'brain' of the system, the SSBs can be
regarded as 'nerves' and/or 'blood vessels' of the system, while the functional
components can be regarded as the 'mouth', 'eyes', 'nose', 'hands', and 'feet' of the
system. This is a completely new, control-oriented design and development
methodology quite different from the traditional design and development methodology
that is function-oriented. Refer to [ 1] for some detailed discussions on SSB and SSB-
based systems from the viewpoint of software engineering.

SSBs can provide system desigrrers and developers a variety oftechnical benefits and
firnctional advantages to make target systems more reliable, secure, adaptive, and
flexible. Using SSBs, system designen and developers can build persistent computing
systems such that they can be easily maintained and upgraded, without changing the
basic system architecture, by adding some new components for satisfuing new
requirements, replacing an old or problanatic component with a newer or sounder one,
and removing some useless components. The maintenance and reconfiguration of a
persistent computing system built by SSBs even can be done without stopping the
running of the whole system, if those components adde{ replaced, or removed are
functional components but not permanent control components.

To achieve the goals, a persistent computing system buih as an SSB-based system
must ât least satisfu the following basic requirernents:

Rl: Any contol component in an SSB-based systan must not be stopped.
R2: Any coffiol component in an SSFbased system must not be dependent on any

special fimctional component in the system.
R3: Any functional component in an SSB-based system must be able to be

maintained upgraded, replaced, added to, or moved from the system without stopping
tfermniqg of the whole system.

R4: The stop of nrnning of any functional component in an SSB-based system must
not lead tothe stûp of running of the whole systerr.

R5: All daalinstmctions sent to a frrnctional cornponent in an SSB-based system
must be preserved if the functional comporcnt does not work, until the functional
conrpon€nt works well and must be resent to it.

R6: The SSBs must not be depeûdeût on any special computing environrnent
including computers, operating systems, and programming languages.

R7: All data/insructions flowing over SSBs must have the unified forrn.
R8: The SSBs must be able to be implemented in distributed way as well as

centralized way.
R9: Any control component in an SSB-based system must be invisible and

inaccessible to the outside world of the system.
Rl0: Any instruction to and any operation on any functional component in an SSB-

based system must be authenticated.
Rll: All datalinstructions flowing over SSBs must be able to be enciphered in

different degree of security according to different security policies of application
systems.
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R12: The interaction between an SSB-based system and its outside world must be
able to be stopped when the interaction will lead to a disaster.

In order to satisff the above basic requirements and to provide system designers,
developers, and maintainers with enough technical benefits and functional advantages,
the SSBs and its associated technologies must at least provide the following firnctions
andJor facilities:

Fl: The way for system desipers, developers, and maintainers to identiff and
speci$ any component in an SSB-based system.

F2: The way of self-measuring, self-monitoring, and self-recording of system states.
F3: The way for components to send data/insructions to and receive data/instnrctions

fr om data-instruction stations.
F4: The way for componenB to speciff partners in cooperation and communicæioo.
F5: The way for control components to mânâge firnctional components including,

adding, upgrading, replacing, and removing the functional components md starting or
stopping the running of them.

F6: The facility of datalinstnrction presenation and retransmission-
F7: The facility of authentication.
F8: The facility of encipherment.
F9: The way to stop the interaction betwecn an SSB-based system and iS outside

world

4 Scientilic and Technical Challenges

Until now, there is no persistent computing system that has been implemented to
satisff all requirements for persistent computing systems. Probably, even some
implementation issues have not been identified. To implement a true persistent
computing system useful in practices, we have to solve many scientific and technical
challenging problems.

A scientific and theoretical fiindamental problem is how to define a persistent
computing model formally. Traditionally, the notion of computability in computer
science is intrinsically a finite concept such that any computable problem must be able
to be computed within finite steps. However, anticipatory computing itself as well as
persistent computing intrinsically concems an infinite sequence of states to be
computed. Thrs, from the viewpoint of computation, we have some fundamental
questions as follows: What is "computable" by a persistent computing system as well
as an anticipatory computing system? Is there some intrinsic difference between the
notion of "cornputability" by persistent computing as well as anticipatory computing
and the notion of Turing-computability? Is there some intrinsic difference bet\ileen the
notion of "computability" by persistent computing and that by anticipatory computing?
Is any Turing-incomputable problem "computable" by a persistent computing system as
well as an anticipatory computing system?

Another scientific and theoretical fundamental problern is how to define the notion of
function and the notion of reaction of a computing system formally such that their
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difference can be used for distinguishing functional states, partially functional states,
and disfunctional states from reactive states, partially reactive states, and dead states.

The concept of autonomous and continuous evolution of a persistent computing
system also should be clarified philosophically and theoretically.

The biggest technical challenge offered by persistent computing is how to protect,
maintain, upgrade, and reconfigure control components of a persistent computing
system. Because the control components are the pivot of a persistent computing system,
a trouble of any control component may lead to a dead state of the whole system.

Any of reliability and security policies, requirements, functions, and facilities of a
persistent computing system must be able to be updated, exchanged, added, or deleted
while running of the whole system without stopping service. How to satisfy this
requirement is a completely open problem.

In order to implement a persistent computing system, the methodology and
technology for self-measuring, self-monitoring, and self-controlling are indispensable.

To implement a true persistent computing system, at first we need to have some
technical ways previously to test and debug it. A persistent computing system has to be
maintained, upgraded, and reconfigured during its continuous and persistent running.
This raises a new technical challenge: how to test and debug a persistent computing
system running continuously without stopping?

Testing is an indispensable step in software development and maintenance. A
program error is a difference between the actual behavior ofa program and the behavior
required by the specification of the progrm. The purpose and./or goal of tesfing me to
find errors in a target program/system. Traditionally, testing is defined as the process of
executing the target program/system to determine whether it matches its specification
and executes in its intended environment [38].

Debugging is another indispensable step in software development and maintenance.
A program "bugi'relative to a program error is a canse of the error. A bug may c:urse
more than one srror, and also, an error may be caused by more than one bug.
Traditionally, debugging is defined as the process of locating, arralyzing, and ultimately
correcting bugs in the target progam/system [3]. In general, debugging is performed by
reasoning about causal relationships between bugs and the errors which have been
detected in program/system by testing. It begins with some indication of the existence
of an error, repeats the process of developing, verifiing, and modi$ing hypotheses
about the bug(s) causing the error until the location of the bug(s) is determined and the
nature of the bug(s) is understooq ûÊû corrects the bug(s), and ends in a verificdion of
the removal of the error [3].

Testing and debugging a concurrent program/system is more difficult thm testing
and debugging a sequential program/system because a concurrent program/system has
multiple control flows, muhiple data flows, and interprocess slarchronization,
communication, and nondetenninistic selection. An intrinsic characteristic of
concurrent programs is the so'called 'hnreproducibility of behavior," i.e., for a
concurrent program, two different executions with the same input may produce different
behavior and histories because of unpredictable rates of processes and existence of
nondeterministic selection statements in the program [3, 35].
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Ahnost all the existing testing and debugging technologies take programs of a system
rather than the running system itself as the objects and/or targets. A fundamental
assumption underlying the existing testing and debugging technologies is that any
program can be executed repeatedly with various input data only for testing and
debugging without regard to stopping the task that program has to perform. However,
for persistent computing systems this fundamental assumption does not hold no longer.
Therefore, we have to find a new way to test and debug a system running continuously
and persistently.

Some major new issues in testing and debugging persistent computing systems are as
follows:

First, since continuous and persistent running without stopping services is the most
essantial and/or general requirement for persistent computing systems, it is of course
specified in the specification of any persistent computing system. Therefore, a
completely new class of errors in persistent computing systems should be
o'running/serving stop" errors, i.e., those system situations stopping the running of the
whole system. From the viewpoint that the most intrinsic characteristic or most
imporfant requirement of persistent computing systems is continuous and persistent
running without stopping services, this new class of errors should be most serious one to
any persistent computing systein. We have to find some systematic method to test the
runninfserving stop erroni.

ln order to test any behavior of a target program/system according to a requiremenf
the requirement must be testablg i.e., to be precisely and unambiguously defined.
Traditionally, a requirement is defined to be testable if it is possible to desip a
procedure in which the functionality being tested can be executed, the expected output
is known, and the output can be programmatically or visually verified [19]. Obviously,
this traditional definition for the testability of requirement has to be revised such that
the requirement of non-stop running/serving is taken into account. On the other hand
the IEEE Standard 610 only defined the following six different types of requirements:
desigrq functional, implementation, interface, performance, and physical requirements
1241. If we consider the non-stop running/serving is a ftinction that a persistent
computing system must be able to perform, then it can be classified into functional
requirements; otherwise a new tlpe of requirement has to be defined. Only after we
have an explicit precise, and unambiguous definition for the testability of requirements
on non-stop running/serving, we can start on tÊst planning, test case design, test data
generation, and test result evaluation for persistent computing systems.

Secon{ as we have mentioned, a fundamental assumption rurderlying the existing
testing technologies is that any program can be executed repeatedly with various input
data only for testing without regard to stopping the task that program has to perform.
Therefore, almost all traditional and/or usual requirements, i.e., design, functional,
implementafion, interface, performance, md physical requirements, should be
reconsidered If the testability of a requirement is underlain by the fundamental
assumption, then it has to be revised or redefined.

Thir{ in testing a persistent computing system, any testing action must not distuô
the task of any sound component in order to satisfu the requirement of non-stop
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running/serving. If the testing concerns not only one component but also other
components, how to perform the testing well but do not disturb those sound components
may be a diffrcult issue.

Fourth, debugging a persistent computing system must be more difficult than testing
it because debugging must make some modification to remove bugs from the system
and then correct it. Similar to the case of testing, in debugging a persistent computing
system, any debugging action must not disturb the task of any sound component in
order to satisff the requirement of non-stop running/serving. This must be more
diflicult than testing because debugging has to modiff the system.

Fifth, because any persistent computing system is a concurrent system, in general, its
behavior is not reproducible. Moreover, because a persistent computing system being
debugged is running continuously, some interaction with its outside environment may
be taken place during debugging. Therefore, it must be quite difficult to establish a
mapping from the programs of the system to its actual behavior at various time points.
This means that the reasoning about causal relationships between bugs and the errors
may be quite difficult. Our consideration is that temporal relevant logic is an
indispensable tool for this task.

Finally, for an SSB-based persistent computing system, when a functional
component is tested or debugged it may need a substitute to play temporarily the part
for the functional component being tested or debugged. Therefore, some switchover
technology is necessary. On the other han{ if the control components or data-
instruction stations need to be tested and/or debugged, the task is more difficult than
testing and debugging functional componenb, because some run-time information may
be not available in these situations. It is obvious that the switchover of control
components or data-instruction stations must be difftcult by far.

5 Concluding Remarks

We have presented that to be anticipatory, a computing system must behave
continuously and persistently without strying its nrnning and showed that a new fpe
of computing systsms, named *persistent computing systems," is indispensable to
design and development of true computing anticipatory systems. We also discussed
how persistent computing systems can be constructed by soft system bus technology,
and prese,nted some new sci€ntific and technical challenges on anticipatory computing
and persistent computing.

Having persistent computing systems as an infrastructure, we can design and develop
various true anticipatory computing systems. We are working on the scientific and
technical challenges presented in this paper in order to implement persistent computing
systems. We are also working on design and development of a general-purpose
package of soft system bus with control components and datalinstruction stations such
that any persistent computing system can be constructed by adding various functional
components to the package.
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