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Abstract
Heart Rate Variability timeseries of long recordings of Electrocardiograms are filtered
in order to generate a coarse grained linguistic dynamics. Then the Block Entropy
analysis is applied in order to analyze the coarse grained statistics. The set of the
timeseries is separated in two categories: Normal subjects, and Coronary patients. The
entropy analysis provides a quick and eflicient tool for discrimination of the timeseries
according to these categories. Healthy subjects provided more csnplex statistics
coryared to patient ones. In particular the healthy data files provided higher values of
block Entropies compared to patient ones. Furthermore all this analysis may provide a
useful statistical way to the understanding of the hrmran cardiac system.
Keywords: Symbolic dynamics, Block Entropies" lumping, Electrocardiograms, Heart
Rate Variability

I Introduction

During the last years various methods have been applied to the analysis of ECG

signals, besides the Fourier transfomr and spectral methods. Non-linear techniques have
given quite satisfactory results in many cases and have attacted the interest of many

àuthors, especially to ECG data. Oealing with ECG analysis we examine the R-R Heart

Rate Variability sig3al (R-R HRV), which is strongly cor.pled with the human heart's

dynamical system. Heart Rate Variability (HRV) refers to the beat-to-beat alterations in
heart rate. R-R refers to the time interval befween R-wave peaks in the ECG diagram.
RR HRV signals have been studied in detail during the last decades and they selve as a
means for exposing cardiac dysfimction.

Many authors have applied tecbniques of non linear dynamics to Electrocardiograrns
(ECG) Heart Rate Variability (HRV) sipals. Since Goldberger [1] and Babloyantz [2]
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up to nowadays works as Costa et al. l2], the researchers have been arguing about the
usefulness of examining ECG signals with non linear methods, and whether or not the
signal of ECG HRV is random or not. Yet all of them agree about the differences
between Healthy and Patients in the complexity of the signals. In general, healthy and
young subjects exhibit stronger complexity behavior compared to patients or old
subjects. (By the term patient in this work, we mean a coronary patient, whose the ECG
seems to be normal with no abnormalities).

In this work we perform an entropy analysis of the coarse grained dynamics of these
two categories of subjects: healthy and patie'nt. As we will anticipate in the sequel, the
Calculation of Block Entropies by lumping, allows one to distinguish in principle
between healthy subjects and coronary patients. Thereby, entropy analysis provides a
useful and quick tool for long recorded ECG analysis, yielding results coherent to other
non linear dynamics' methods such as the Correlation dimension estimation 120,22,
241.

In order to apply this Entropy analysis we generate a new coarse grained timeseries,
taking values on a finite alphabet, with ùe method of level crossing [22, 261. We
examine the scaling of the Shannon like block €ntropy H, as a function of the lengh of
the words, applying a novelty called lumping [7]. The examination of the Ertroiy
statistics allows one to draw some general conclusions"

The article is articulaæd as follows:
ln section 2 we present fte data collection and the aspect of stationarity. In section 3

we demonstrate the coarse gzining technique of level crossing, as applied to the present
manuscript. ln section 4 the entropy analysis by lurnping is considered in some detail. tn
section 5 we depict the results of the entropy analysis by lumping as applied to
different categories of subjects. Finally, in the last section we draw sorne general
conclusions.

2 Data Cotlection and Stationarity

The healthy subject data set used in this study is made up of continuous ECG
recordings (5000-6000 R-R intervals) derived from normal /oung males aged 25-29 yrs,
with a clean medical history and normal physical examination. All healthy subjects
rvere non-smokers, received no dnrgs and abstained from caffeine for 24 hours prior to
acquisition. All recordings were performed in a quiet room, between the hours of 15.00-
17.00 (3:00-5:00pm), in the supine position, with a steady respiratory rate (l2lmin)
under continuous monitoring by a cardiologist who confirmed the absence of arry
cardiac rhythm disturbance throughout the recording. Continuous ECG recordings (an
average of 5000-6000 R-R intervals) were also acquired from a group of hospitalized
coronary artery disease patients, under similar conditions. All unhealthy subjects had I
or 2 vessel coronary disease, angiographically confirmed, without infarction or
anhythmia and they were not taking any p-blockers. None of them had been subjected
to coronary angioplasty or coronary by-pass grafting and showed no significant signs of
myocardial ischemia during the rest ECGs.
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A time series was consfiucted from continuous R-R samples, which were extracted
from the long-term ECG recordings. Long ECGs recordings were preferred for more
accurate analysis and since large amounts of data ensure higher precision of the results;
especially in non-linear metlods, the amount of data is a crucial issue. An alternative
solution would have been to concatenate short recordings, but this would forcibly result
in non-stationary data. Stationarity is an essential property of a time series since it
ensures that all statistical quantities of a process are inde'pendent of absolute time.

There are two ways of collecting large amounts of data. The first is the Holter
recording, which is non-stationary by nature and the second is to use a digital
Electrocardiograph and acquire ECGs of forty minutes about. Although Holter
recordings are large enough, they are not stationary; the subject may be moving,
sleeping, eating, running, etc, thus varying the extemal conditions significantly. In
confas! long recordings with the electrocardiograph are stationary since the subject is
restricted to the hospital bed during the entire acquisition.

Apart from all the above, the recordings were examined for stationarity using
theoretical methods as well. The most corrmon method for investigating the stationarity
of a process is by examining the mean and the Autocsrrelation function for the entire
timeseries and subparts. Then stationary zubparts were taken and fonrarded for been
anatyzed.

Anotb data set we used was found in &e MIT fantasia database, which is available
on htp://physionet.caregroup.harvard.edu/physiobank/database/fantasia/subseV.

This database contains long ECG recordings of young healthy subjects and old still
healthy subjects.

3 Generation of the coerse grdned signal

The coarse graiûed timeseries were constructed using the level crossing method.
According to this retho{ thresholds are supposed, and if a value of the data is beween
these thresholds, (greater or less than specific values), then this value is rçlaced with a
specific linguistic value or a letter. Under this discretization the timeseries is modified
to another one, which contains "linguistic" dynamics' chracteristics.

As an example we can look at the FIGURE 1. A heahhy subject RR HRV timeseries
is coarse grained for a 10 letters alphabet. FIGURE I depicts the original timeseries, the
coarse g1aining of this timeseries, and the corresponding letters substituting the values
of the coarse graining timeseries.

The ftst query is whether the main statistical properties of the timeseries are
remaining invariant via this transforrnation. Of course the values of the mean and the
standand deviation will be changed in proportion to the lingui$ic values.

The part of the timeseries' spectnm, which is related to high frequencies, is expected
to be lost. This happens because the coarse graining is a filter actually which smoothens
the timeseries. This can be evidently noticed in the coherence function estimate (cfe)
plots in FIGIJRE 2.
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FIGURE l: Pert 6A'depicts an RR HRV timeæriec of a healthy subi€c"t Part 6B"

is the corrse grdning of the fimeceries for a 10 letters alphabet Part aC'

represents the coarse grdniDg values and the cornespoding letters of a timeseriec'
snapshot The lirst 10 veluet are: D, F, E, J' I' I' G'F' E D.

The less of the number of letters to the linguistic timeseries, the less coherence in
high frequencies will occur. From the scope oftime domain this can be hardly identified
in the autocorrelation's plot in FIGLIRE 3.

However the decorrelation time remains unaffecte{ as it can be easily noticed. This
is quit importan! as the autocorrelation function is stnongly related to the timeseries
statistics.

Therefore, v/e are expecting a losing of the information related to high frequencies of
the spectnrm only.
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4 Entropy analysis by lumping

Entropy like quantities are a very useful tool for the analysis of arbitrary symbolic
sequences. Of special interest are the block entropies, extending Shannon's classical
definition of the entropy of a single state to the entropy of a succession of states [21]. In
particular, it has been shown that the scaling of the block entropies with length gives
sometimes interesting information on the structure of a sequence [10,11].

In the light of these results, we have nied to invent some criteria, which could
illuminate the stnrcture of a symbolic sequence and give us some more specific
information beyond the one provided by block entropies computed by gliding. In fact,
we have derived as entropy criterion for the specific, yet quite important algorithmic
property of automaticity of the sequence.

In [13], we have examined how the estimation of the block entropies may actually
depend on the way of reading, that is on the observer. This has immediate consequences
on the *decoding" procedure, as different values of the block entropies mean different
kinds and amounts of information extracted by the symbolic s€quence. By using
lumping, we have established a new decimation scheme for the symbolic dynamics of
the Feigenbânm atuastors of unimodal maps [19]. The coinse grained statistical
p'roperties of ttre attractors have been subsequentty derive4 with emphasis on the
behavior of the block entropies.

Lumping is the reading of the symbolic sequence by 'taking pottions', as opposed to
gtiding where one has essentially a 'moving frame'. Notice that gliding is the standard
convention in the literature. Reading the symbolic sequeme in a specific way is also
called decirnation of the sequence.

Moreover, in [7, 8] it has been shown that the estimation of the (conditional) block
entropies with the usual prescription of gliding cannot help us distinguish benveen
sequences with different spectral properties and different levels of complexity.

Consider a subsequence of length N selected out of a very long (theoretically
infiniæ) symbolic sequence. We stipulate that this subsequence is to be read in terms of
distinct 'blocks' of length n,

Arr . . . rA ,  lAr r r , . . . , ' 42n1r . . . ,  I  A io r t r . . . r \ i * t1o  ( l )

As we have mentioned already, we call this reading procedure lurnping. We shall
follow lumping in the sequel.

The following quantities characterize the information content of the sequence [10,
l8l

(i) The dynamical (Shannsa-l;1çe) block entropy for blocks of length n
n@)=- Z p{")(,4,,...,,\).hpa)e4,,-..,,\) (2)

(4--Aa)

where the probability ofoccurrence ofa block , denoted by ,
is defined (when it exists) in the statistical limit as:
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l
p@ e4r,...,,\, - No of blocks-gf thl/?ry At'...A, encountered whenlumping (3)

total No of bloclrs encountered when lumping

starting from the beginning of the sequence and the associate entropy per letter

,'<'t -H(n)
n

(ii) The conditional €ntropy or entropy excess associated with the
symbol to the right of an n-block

h6= H(n+l)-  H(n)

(4)

addition of a

(5)

(iii) The entropy of the source (a topological invariant), defined as the limit (if it
exists)

ft = limlr", = liqlfttzt (6)

which is the discrete malogue of the metric or Kolmogorov entropy.
We now hrn to the selection problem, that is, to the possibility of the emergence of

sonre
preferred configurations Olocks) out of the complete set of different possibilities.

The number of all possible symbolic sequences of length n (complexions in the sense of
Boltzrnaon) in a K-lettm alphabet is:

Nt =K' (7)

Yet not all of these configrrations are necessmily realized by the d5rnamics, nor are
they

equiprobable. A remarkable theorem by McMillan [18] gives a partial answer to the
selection pmblem asserting that for stationary and ergodic sources the probability of
occurr€,lrce of a block is:

p@(Ar,.. . , ' \ )-  e-Erot (8)

At this point, æe can state an important ttporem, first proved in [17], comecting the
wonld of the machines with block entropy:

Theorem 1: If the synbolic sequmce (u,),., is m-aùomatic, then

H(n t )=  H (m) ,vk>r ,  (9 )

when lumping startsfrom tlæ beginning af the sequence.

As we have aheady mentioned the Fourier spectrum or the standard convention of
the enfiopy analysis by gliding, do not help us to distinguish betrveen symbolic
sequences with completely different levels of complexity and spectr [7,23]. Unlike the
previous methods, the novelty of the entropy analysis by lumping gives results, which
can be connected with algorithmic aspects of the sequences, in particular with the
property of the sequence to be generated by deûerministic o'r stochastic automata, see

t l ï .

A standard example of substitutive sequence is the Thue-Morse sequence defined in
the alphabet {0,1} as the fixed point (i.e. the infinite iteration of the Transformation

oy', starting wift 0). The transforrration is defined as follows:

63



or(o) = 01, or111= 19 (10)

and can be in an equivalent manner generated by a finite autornaton of two states.
(We state this without proof, for more details see [17]).

The sequence reads:
(d')-(0) = 0110100110010110.. .  ( l  l )

This is a useful toy model in which one can demonstate the technique of lwnping.
Indeed for n:2 the successive blocks that one finds following the convention of lumping
are:

01, 10, 10, 01, 10, 01, ol ,
of gliding where one finds:

01, 11, 10, 01, 10, 00, 01,

10, ..., in opposition with the convention

1 1 , . . .

In the same rnanner, for n:3, one finds with lurying dre follouring blocks:
011, 010, 011, 001, 0ll, ..., in oppositionwiû the conventioq ofgliding

where one finds:
011, 110, 101, 010, 100, 001, .- .
It is evident in the preirious example, ûtat ditr€ffitt wrys of readings migbt appear'

leading yielding different statistics for the entropies. This my depend on the kind of
sequence.

In particular, for the Thue-Morse sequ€ince, thE convention of lumping leads
obviously to the following invariance properly for the block enfropies:

H' (Zt) = Hr (2) = Hr (t) =1n2, (12')

according to the theorem 1 above.
Also, the entropy analysis by lurnping of some weakly chaotic systems, gives a ratrer

characteristic entropy spectrum, as explained in 1271. This shows that the eûtropy
analysis by lumping is much more sensitive in algorithmic and ergodic properties of
(weakly) chaotic systems than the classical conventi@al entropy analysis by gliding, or
the correlation functions, and this is what we use here.

Thus this way of analysis is attractive for being us€d in coarse grained ECG HRV
signals. Inde€d these sigrals exhibit complex dynamics when analyzed with classical
nonlinear methods. The associated block Entropies analysis comes to complete the
detailed research of the human cardiac system's dynamics.

5 Results

In FIGURE 4, the block entropies per letter by lumping are depicted for a healtS
subject.

Similar results hold for all of the data sets. From the diagrm it follows that we have
good statistics for the determination of the block entropy up to n=10 apiproximately. The
determination of the region of good statistics is one additional advantage of the method
of the block entropy by lumping.
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In FIGLJRE 5, the normalized associated block Entropies per letter by lumping are
depicted (where we have good statistics) for a bipartition. The partitioning is done with
the method of level crossing, where as crossing level, the median of the timeseries has
been selected. Ifthe signal bypasses this level, we call the coarse grained signal as U
("pper) and if no we call it L (lower). V/ith this technique the initial timeseries is coarse
grained to a new discretized linguistic timeseries, and one can use standard methods of
mathernatical linguistics to analyze the final signal.

As a first step we analyze by the method of block Entropies analysis the ECG HRV
signals from 5 healthy subjects and 5 coronary patients as discussed in section 2. T\e
resulted entropies for the healthy subjects are depicted with an "o". For the patients the
results are marked with a "t". It seems that there is a continuous transition between
healthy subjects and coronary patients.

1 .6

à  r . l
I

1 . 2

FIGURE 6 Normalized block Entropy per letter for healthy subjects and coronary
patients. The linguistic timeseries produced from the original one was made of ten

letters.

From the diagram is evident that the healthy subjects present higher values of the
block entropies compared to the patients. In particular healthy subjects present a
normalized associated entropy per letter in the range from70%o for small word length, to
35Yo for large word tength. Furthermore the coronary patients present a corresponding
h(n) from 50% for small word length, to l8%;o for large word length. The cunes are
descending in a monotonic numner.
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Inverting this argumen! one could imagine that with this method one can in principle

distinggish io some cases between these two main categories of subjects' Clearly more

data;e needed for proving the advantage of the clinical pfactise of this method'

In FIGURE 6 the monotonic descent is more pronounced and steepest. However the

distinction between healthy subjects and coronary patients is clearer- Indeed there is an

obvious empty mne inthiregiôn of transition. This could be supported by a theoretical

argurnent, wnictr is that the héahhy subject exhibit an increased complexity compared to

tfrl patient ones. This complexity is enforced by the more detailed coarse grained

description by many letters.
We have iested also the value of this method for fantasia MIT database and as we

will see below the results are encouraging'
The corresponding diagrarn for a l0 letter statistics is presented In FIGURE 7. In

general the results are'similar.

n

FIGURE 7: Normalized block Entropy per letter for healthy subiects aDd

coronarry patients, from fantasia MIT Databsse. The linguistic timescries produced

from tùe originel on€ was made of ten letters'
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a l0 letter alphabet is depicted in FIGURE 7. A monotonic dæay can be also noticed
again. The values for the healthy and young subjects are analsgsus to ones were taken
by ours, for our data. Indeed healthy and young subjects present a normalized
associated entropy per letter in the range from70%o for small wo'rd lengttr, to 35Yo again
There are two zones, one for young and one for old subjects and again there is a
continuous transition

The old but non patient subjects present a corresponding h(n) from 55% for small
word length, to25Yo for large word length.

Based on these encouraging obsenations one could imagine clinical applications
discussed also in the conclusions.

Refrospectively, an important point in connection with the previous results, is the
qualitative explanation of tùe entropy values. The values of the entropy for coarse
grained ECG HRV timeseries coming from healthy subjects seem to be increase{
compared to the corresponding for timeseries coming frrom patients. This can be
qualitatively been explained by:

1) The timeseries coming from healthy subjects possess high dimensiomlity
dynamics and one can thus anticipate, increased block entropies in all word lengths.

2) The increased corylexity of the signals is unambiguously coherent to the
statistics of the signals. Thus the entropy values of complex signals are increased
compared to non-complex ones. Apparently pure noise would theoretically precent the
highest entropy for all word lengths.

The power of the method of the block entropies by lumping, is manifested in the fact
that the method works sufficiently even after 2-symbols linguistics only.

6 Discussion

The implementation of block entropy analysis of RR HRV signals attempts to apply
an innovative statistical analysis in ECG timeseries. The coarse grainiûg of the original
timeseries with the method of level crossing gen€rates another one, which projec8 the
cardiac dynamics in a linguistic cont€xt This is the <<cardiac language>> now, which can
be either gamrlous or prudent except for non-intellectual. The linguistic dynamics axe
present in cybemetics for more than trpo decades. The scope of fte specific analysis of
ECG HRV signals is both practical and theoretical. Practical for its computational
convenience. Indeed the whole analysis takes no more than several seconds.

The theoretical scope is the system's information content understanding. The coarse
graining of the timeseries provides a projection of the system's inforrtation into a more
normative sequence. This technique allows the entropy analysis under a linguistic
concept.

Apart from that and lsrnaining in this manuscript's scope, all the analysis provides an
effective tool for distinguishing healthy subjects and coronary patienb. This could be
developed into a useful tool for clinical practice. Indeed, a long recording ECG frrom a
subject in conjunction with other methods could provide an efficient way of
characterizing the Subject's heart robustness.
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The method's results are coherent to the ECG non linear dynamics analysis'

corollaries. The corollaries of the analysis of ECG HRV with non linear dynamical

methods, manifest that youngness and health are related to high dimensional dynamics

or strong complexity, while oldness and disease are related to weak complexity and low

dimensionality in the dynamics.
However s-ome auth-ors claim that these methods are sensitive and require the careful

observation of specialists. Also they have rather been usefiil for classification of the

patient and healihy subjects, than providing absolute and precise values for the non

iitt"* pu..eters. Indeed over the literature, there are different correlation dimension

values characterizing the same categories of subjects [25]. This does not indicate a

drawback of the non linear methods, but it rather describes the diffrculty of the analysis

of complex dynamical timeseries.
Furthennore the method presented in this manuscript, enforces the non linear

method's results as it presents coherent conclusions. Indeed it distinguishes the two

categories of subjects cliarly, quickly and without any other method's contribution'

dre question is whether this method either itself or cooperating with others, can

provide a coronary patient's detection tool.
The answer is rather philosophical. All these methods, help in suspecting diseases, or

at least weakness. The prove of a disease is rather a medical business. The subject

strould make medical check ups like exhausting tes! angiography etc. However a

systernatic recording of a persôn of 2 hours digital ECG's could reflex the general

cândition and robustness of his (her) heart. This method along with others such as non

linear dynamics, could become usefrrl in clinical practice.

7 Conclusion

In this manuscript we applied the innovative Block Entropies analysis by lurying in

Hear Rate Valiability àmeseries which were generated from long recording

Electrocardiograms. The set of the timeseries is separated in two categories: Normal

subjects, and Coronary patients. These timeseries were filtered in order to g€nerat€ a

.*ir" grained tinguistiô dynamics. Then the Block Entrorpy analysis was applied_in

order daûalyze tfu 
"*rsé 

grained statistics of the timeseries and frnally provided a

quick and efficient tool for discrimination of the timesuies according to these

àtegories. Healthy subjects provided more corrplex statistics compared to patient ones.

fn pirticutar the healthy data files provided higher values of block-Entropies coryred

to patient ones. Apart from the Entropies values, all this analysis provided a useful

statistical u/ay to rmderetand and confirm the strong cornplexity of the human cardiac

system.
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