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Abstract
Cha,racteristics of anticipation are considered in belief formation ba,sed on crisp

evidence. In this paper, anticipation is understood as an abiliff of the system

affording us some useful guide to seek further pieces of evidence in order to give

a solution for a given problem with which we are concerned. Then two kinds of

anticipation are examined in the belief formation systems depending on whether

evidence is incomplete or contradictory, respectively. This examination assumes the

closed-world assumption on belief formation. Further kind of anticipation is pointed

out under the open-world assumption.
Keywords : Anticipation, hyperincutsion, belief formation, Dempster-Sha.fer the'

ory of evidence, logic of belief

L fntroduction

The notion of (strong) anticipation has been advocated and developed by Prof.

Daniel IVL Dubois (cf. [4, 5j) and, recently, mâny researchers have paid attention to

the notion in va.rious kinds of systems like biosystems a^nd physical systems. In our
previous article[l0], we tried to make consideration on what kind of anticipation is

found in belief formation based on evidence, where we use the term 'evidence' in the

sense of Dempster-Sh#er theory (cf. Shafer[l2]). There, first, we constructed a belief

formation system using fuzzy-measure'based possible.worlds models[6, 7, 8i based

on evidence along time. The purpose of collecting evidence is to have â more limited

number of possible worlds, so that we can obtain some conviction with respect to

a given problem with which we a,re concerned. Ultimately, if possible, we want one

uniquely limited world, which describes a solution of a given problem. Then, degrees

of such limitation on the set of possible worlds suggest us which evidence we should

sea,rch for at the next step. Our conclusion in the previous article[lO] was that an

ability of the systems a,ffording such suggestion was a cha,racteristic of a^nticipation
in the belief formation systems.

Now, unfortunately, we feel that the former conclusion is insufficient. In our

previous work, we also pointed out another problem in the proposed belief formation
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systems. That is, the previous way of forming belief does not work in cases that
pieces of evidence are themselves inconsistent. For example, Shafer[12](p.223), in
fact, pointed out that such disson ance is always a symptom of some mistake in
a.ssessing ùhe evidence. Thus we need some way of extracting a subset or subsets of
pieces of evidence from the original collection using, e.g., nxafrinxal consistency like
in, e.g., [9].

In this article, based on such observation, we introduce two kinds of anticipation,
which correspond to, respectively, 'incompleteness and inconsistencg of evidence. For
our discussion being clear, we confine ourselves to belief formation based on crisp
evidence.

2 Belief Model Based on Crisp Evidence

In [i0], we used belief models based on evidence. where pieces of evidence axe rep
resented by basic probabitity assignments in Dempster-Shafer theory (cf. [12]). As
mentioned, however, in Introduction, we will confine ourselves to belief formation
based on crispevrdence in order that we can capture the essential point ofanticipa-
tion in the kind of belief formation systems.

Given a fi.nite or countably infi,ni.te set of atomic sentences P, a language L(P) for
logic of belief is formed in the usual way from P with the well-known propositional
operators such as T (the truth constant), -L (the falsity constant), - (negation), A
(conjunction). V (disjunction). - (material inrplication). .- (equiralence), and two
modal operators B ((weak) belief) and C (conuiction, or firm beli.ef).

Definition I A beli'ef model based, on crisp eu'id,ence is defined as

M :  < W . B > ,

where

1. lV is the power set of P, i.e.. W :2P ,

2. B is a non-empty subset in W. r

Any element in W is called a possi,ble world, or simply,
For a world w in W and an atomic sentence p in

atomic sentences is given by

M,w ts p (read as 'p is true at w in M') itr p € w. {2)

This definition can be extended in the usual way for any compound sentence that
includes logical connectives except for the two modal operators. Given a belief model
yt{, truth conditions for belief ând conviction sentences is defined using the subset
B in M in the following way.

( 1 )

world.
P, the truth condition for
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Definition 2 Given a belief model M : 1W,B> based on crisp evidence,

M,wlBp  i f i  l l p l lMnB+0,
M,w lCp i f f  Bc l lP l lM,

where llpllff E {. I M.'* ! p}, which is called the truth set, or proposition of p in

M . r

A sentence p is said to be ualid in M, written M ts p, when M, w F p for every

world tr inW. By the definition, we can understand B as the possibilistic counterpart
of C:

M ?BP +--r -(-P. (5)

So the readers may think we do not have to introduce B. Note that, however. the
equivalence in formula (5) no longer holds in the general non-crisp setting of evidence
as in our previous work[10].

3 Belief Formation System Based on Crisp Evidence

3.1 Universe and Elementary Possible ïl/orlds

LetP be a finite or countably infinite set of atomic sentences with which we possibly

deal in a given problem that we should form belief. And let

wg2P. ( 6 )

We call W the uniaerse with respect to the problem. An element in W is called an
elementary possible world.

Example 3 For some murder case. sal'. in .Iapan. let

p  :  { r 1 , r 2 , . . .  , I r }

be a finite set of persons who live norn' in Japan. For a person r:1, let po mean that
rr is a criminal for the case and let

P  :  { p r , p z ,  .  . .  . p ,  } .

Since W - 2P, any subset in P can be an elementarv worlcl like. for instance.

1. P itself is the world where all of 11, ' ' ' , rn are criminals.

2. {pr, pr} is the world where both e1 and 12 are criminals (and the others are
not).

3. {pti is the world where only 11 is a criminal (and the others are not).

(3)
(4)
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4. 0 is the world where none of 21,

and so on. r

are criminals.

In general, given a set of atomic sentences P : {pr,..., p-}, for a possible world
w in 2P , following Carnap[2], we cân define its state description p* as the following
conjunctive sentence:

Pw : 1TtA "' A7t*,

where

_ t  pr ,  i f  pne ar ,
î .  -  a
, | ,  _  l- 

t -Pi, otnerwrse.

Example 4 In our murder case, we have

1 .  p r :  p r A . . . A p '

2. p{p,,n} :  pt^p2^-p3A..  -  A-p,,

3.  p{pr} :  ptA-p24. .  .4-p,

4 .  p 6 :  - p r Â . - . A - p n

and so on. r

3.2 Belief Formation Systems

lVe can formulate in the following way a belief formation system .S with crisp evi-
dence.

Definition 5 A belief formation system S based on crisp euidence is

sg{s ,  l t :0 , r ,2 , . . . } ,
where

1. ,Sr : 1E1,Jvl1),

2. & is a finite set of non-modal sentences given at t,

3. M, - 1Wt, Bp is a belief model based on crisp evidence at a point of time
t . r

( / /

(8)
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At each time t, given 81, the set of atomic sentences that appea,r in Es is defined by

P'd4Pn lJ sub(p),
P€Et

where sub(p) is the set of subsentences of p. Then the following set defined by

P,&: I) P',
o<tt<t

(10)

represents the set of all atomic sentences that have occurred until f.
Since, given P5 at t, we do not have to concern the atomic sentences in P \P1,

what we should deal with is the set of worlds that are related with the atomic
sentences in Pt. This idea is realized by introducing the quotient set

WtE 'vY 14,

where -Rr defined by

wilTwt iff [for any p € P, (p e 'ur iff p € r')],

which is obviously an equivalence relation onWx. Because Ptis a frnite set, so is
W1 a.nd, in fact, it is isomorphic with 2P':

W1 = 2P'. (13)

In the following, by this isomorphism, we identify W, with 2P'.
The set 81 is defined as the set of possible worlds where any sentence which we

have obtained as evidence is true:

8,9 n{ l lp l l - ,  lpe U Ey}.
o<t,<t

(14)

Some examples will be illustrated later.
The purpose oi forming belief by collecting evidence is to have a more limited

number of worlds as possible a.s we can, so that we c n obtain some conviction with
respect to the problem with.which we a,re concerned. A more limited number of
worlds means /ess uncertainty with respect to the given problem. Thus the ultimate
objective of belief formation systems is to reach the unique world tl in W1 such that
f i :  {w} .

Then we can introduce the well-known ouantitv of information with normaliza-
tion as an index of such limitation:

, , ^ . d e f  1  l B r lI(s,)s -F,trocrffi. (15)

By this definition, if there is no information (totally unknown), then Bt : Wt, sa
1(Sr) : 0. If we reach one world as such limitation, then I(&) : 1.

(e)

( 1 1 )

(12)
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3.3 Initial State

In adva^nce, we must describe the initial state

S o :  < E o . M o >

at t : 0. There a.re two possible formulations as the initial state for a given problem.
In the first formulation, rve regards the initial state as a totally unl;nown one as

in our previous articlefl0]. Hence we mày take Eo : 0, rvhich means no evidence
ancl thus totallv unknown. Then the set of world lVo at t: 0 is defined by

tr4ro -- 2Po. (16)

where Po : P, so ltrb is iust the unir.'erse W. Thc set 86 is defined as the set of
possible world-s where any sentence in E6 is true:

BoH n{ l lp l l - .  lpe  Eo} . (17)

So. actually, Bo : Wo when .Es : fi.
In the second formulation, we regard the initial state and thereby definitions

of Eo and Ps as being affected by a way of establishing a framew-ork of a given
problem. When Ee is not an empty set. any piece of evidence in Ee should have
a special status in comparison with other pieces of evidence w-hich shall be later
obtained bv observation and so on. \['e shall illustrate this kind of formulation.

Example 6 In our murder case, the following fundamental assumption should have
been made. in advance. before starting bclief formation:

pf : There exists a criminal for the case

If this assumption does not hold. forming belief in the case does not nake any sense.
Although we treat it as one of pieces of evidence, it should have the special status
because it is related to the essential point of the given problem, that is, investigation
of a crintinal for the case. The assumption pÀ, in general, can be identified with that
the set of criminals is not empty, that is,

P'o: -Pg'

Note that, as we shall see later. the sentence pf, has actuallv different interpretations
depending on the set of atomic sentences at each time. Thus

Eo: {pâ}.

Now, suppose we have two suspects 11 and 12. Then, besides the two, for a
while, we do not have to pay attention to others in the set D of persons. Thus we
can take the set of atomic sentences at the initial state as

Po : {pr, pz}.
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Then, a relation Â6 is defined by

wRnw' iff [(p, e w tfr. h € w') and (p2 € w iff pz € w')1,

thus we have the following four worlds

Wo : W lRo: {æô, wf,,wf;,w$}

is obtained where each element is an equivalence class as follows shown with its state
description:

u [ : { t l e  W l p r  ç w , t z e w } -  { p r , p z } ,
with prr : prApz. (Both e1 and 12 are criminals.)

w f i = { w  e  W l p r  ç w , ? z É u } - { p r } ,
with p.z - prA-pz. (r1 is a criminal but not r2.)

w f i : { w  € W l p r  ( w , p z e  , } - t p z } ,
rvith p-6 : -pl^p2. (r1 is not a criniinal but 12 is.)

u f i :  { w  €  W  l p r  l w , p z / w l  =  A .
with p,u+ - rplÂrp2. (Neither ,r1 tror l'2 is a crirninal.)

Exactly one of those four worlcls is expected to be a partial description of the
actual world, that is. the solution of the case.

In the model, note that ilprllM" : {urj}. Then we can make the following
computation:

l l pà l l# ' : l l -ps l l ' vo : I t 'g \ i ip r l l ' t ' : I ' 110 \ {u , f } : {m$.u , f r . r ,8 } : i lp rvpr l l ' uo .

thus the following equivalence holds:

Mo?pâ.*  (prvpr) .

Finally, we have

Bo : llpàli'to : {,urfr,.urfr. urfi}.

and

1 3
1(^90) :  - i r " r r :  =0 .21 .  t
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4 Anticipation in Belief Formation Systems

In this a,rticle, we understand anticipationinthe belief formation system as an ability
of the system a,ffording us some useful guide to seek further pieces of evidence in
order to give a solution for a given problem with which we are concerned. The main
point is not that we give the system some goal from the outside, but that the system
can create some potential solutions by itself.

There a,re two cases where we need anticipation in belief formation:

1. Evidence is incomplete.

2. Evidence is contradictory.

In this paper, we call them anticipati.on of type I, and of type.Id respectively.

4.L Incomplete Evidence: Anticipation of \rpe I

In this article, evidence is said to be incomplete at t if the resulting set .B1 of worlds
is not a singleton. Thus further pieces of evidence may provide us â more limited
set 81, of worlds at t'(> t).

Sxarnple 7 At t: 1, let us assume we have the evidence that supports

o pl: The case is committed by an individual.

Since, at t : 1, we do not have explicitly any other atomic sentence besides ones
inPo, we have Pt:Po and thus Wt:Wo. So we have two singletons, {pt} and

{p2}, each of which represents an individual, thus

llpl ll- ' : l lp1o,1vp1o,) llM' : l l (prA-p2)v(-prnp2) ll '{ ' : {w2r, wl).

Then

Br: llfollM" n llpllle' : {wl,wl},

and

1 21(S' ) : - i r " t  i :o . t .  r

It is, in general, insufficient that we a,re negatively waiting for new evidence. We
should try to look for new evidence in a positive way. The anticipation of type I was
already pointed out in our previous article[10]. This type of anticipation requires us
to look for further evidence autside the current system. The ability of anticipation
of type I would prevent us from making mndom sea,rch for new evidence. In the
following example, we describe the point by introducing an index, which was not
dealt with in our previous a.rticle[10],
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Example I In our system at t :1, we have the following two potential solutions:

w! :  {w € W I pt  € w,pzÉ u} :  {pt} ,
with p,,1 : p1Arp2. (r1 is a criminal but not e2.)

u l : { u e  W l p r  É w , p r e  t r } - { p z } ,
with p-1 - -prApz. (r1 is not a criminal but 12 is.)

To reach the first potential solution {u.'f}, we must look up all of possibte pieces
of evidence I such that the intersection of ll|ll&t' and Br becomes {u{}. They are
the following three:

t. Fl : p1: 21 is a miminal. (llprll#' : {rul,arf})

2. fr,: -p2i 12 is not a criminal. (ll-pzllM' : {wzr,wl})

g. F? : pz*pr: Whenever oz commits a crime, he always makes it with cr.
(l[pr--p,l lM' : {rl, r?,wt|)

To begin with, which pieces of evidence should we try to look for ? We should
choose weaker evidence because we can easily seek such evidence to reach the same
solution with less effort. For the purpose, the quantity of information is also useful.
Here we introduce the following index using the quantity:

e(x)Èr t-  eâbc,#t)

Then we have

1. 
"( l ip ' l lM')  

:  t  -  ( - | tog'  f )  :  0.5

2. e(ll-prlltvr') : 1 - (-ilog, ?) : o.s

3. e(l lpr---ptl l- ') : t - (-+loc, i) = 0.79

Thus we can seek evidence in the following order

pl> {û'l,p?},
thus. by this anticipation, the belief formation system can suggest us to look for fi,
that is, 'Investigate whether 12 always makes it with n1 or rot'. Note that,
intuitively, the first and second ones axe not so useful because they a.re themselves
almost nearly the potential solution.

Similarty, to reach the second potential solution itrf ), possible pieces of evidence
are

l .  û:  -(pr*p2) :  (p1A-p2)V(-prApz):  Ei ther x)1or 12 is a cr iminal.
(l l-(pr. 'pr)l l- '  : {urf, trf})
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FZ : -p,,, 11 is not a criminal. (il-p, il-' : {ttf . u,f })

Fl : -(prApr): It is not the case that both 11 and 12 are criminals together.
( ll -(prnpr) 11,u' : {utl,tlf , rrrf })

Then we can seek evidence in the following order

pl > {pt,p7]r.

Thus, by this anticipation, the belief formation svstem can suggest us to look for
l!. that is, 'Investigate whether u1 and 12 àre always criminals together or
nott. r

We have multiple potential solutions by anticipation, so the belief formation systems
with anticipation of type I are hyperincursiue.

4.2 Contradictory Evidence: Anticipation of Type II

In this article, evidence is said to be contrad,ictory at t if the resulting set -86 of
worlds is empty. In contradictory cases, v/e can also find anticipation we call type II.
It reqtrires us to reexamine the evidence obtained inside the current belief formation
SJ*Stem.

Example I At , : 2, assume that u'e obtain the following two pieces of evidence:

. pt: pr + pz: If 11 commits a crime. then he always makes it with 12.

. pi : -pzi rz has an alibi.

Thus, .Ez : {pl,È"). Then. Pz : Pt and \\'2 : tr4rr. Their propositions in Mz arc.
respectively.

litll-": llpr r pzllM,: {urj, wl..ullr
llpSll*, : il_pzllM, __ {w'}.utl}

Thus, we have

Bz: tlptllM' n llp'rllM' n iitli'" n ilûllM" : a.

One promising ïvay is to choose ma:rimal consistent subsets from Es LJ ErU Ez such
that they contain p$ because, as already explained, pô has the special status. Then
we have the following two subsets:

I. E, : {pt,pI,ù), where n{llpllM' I p e E,} : {r3}.

2. 8,, : {pto,pl,û}, where n{llpllM, I p e 8,,}: {r3}.

2.

3.

77



The former means that, by this anticipation, the belief formation system requires
us to reexa,niurru û, that is, tReexamine whether 12 has truly an alibi or not'.
lf the evidence is disproved, then the solution is ru!, that is, 11 is a criminal. The
latter means that, by this anticipation, the belief formation system requires us to
reexamine fi, that, is, tReexarrrine whether u1 always makes it with rz or
not'. If the evidence is disproved, then the goal is u$, that is, 13 is a criminal. r

Again we have multiple potential solutions by anticipation of type II, hence the
belief formation systems with anticipation of t;pe II a,re also hyperincursiae.

4.3 Another Kind of Anticipation

The discussion of anticipation of type II in the previous section presupposes the
closed,-world assumpti,on, which means that a criminal should be in the current set
of suspects at each time. So, the system tries to find a solution within the set of
evidence obtained by each time.

Here let us consider what happens if w'e adopt the open-world assumption, which
means that a criminal may be outside in the current set of snspects. For example,
at f : 3, suppose we have the thirc{ person who is also a suspect. Then we add the
following atomic sentence:

pr: re is a criminal.

Thus, the set of possible worlds should be reconstructed in the following way. Since
Ps : {pr, pz, ps}, the following eight worlds are logically possible:

uti : {pr, p2, p3} (pd : prA p2A p3)
, i i :  {pr,pr}  (P,1 :  prA p2A-p3)
r.,i : {pr, p.3} (pr? : prA-pzA pr)
u,â :  {pr}  (L, i  :  prA-prA-ps)
tul : {Pz, Ps} (Prt : -PlA P2A P3)
w$: 1r"1 (p,P : -prA prA-p3)
t t l :  {ps }  (pu , i :  -p r^ -p2A p3)
w8:  A  (pu , f  : -p1A-pzA-Pg:Po)

Thus we have

W3 : {ut!,uzr,w!,*t,*|,ur$. u,l. u,!i

is obtained. Earh piece of evidence is reinterpreted in the new set of worlds.

1 .

2.

llpâ11.. : ll-p,ll.M. : lIlz \ l\prl1M" = {tu}, ur.!,u'!,.rr'$,u,.!, utl,ut[]
:  l lprvp2vp3l lM3.

llpl ll-' : llp{p, }Vp{p, iVp{'.} ilM' : {ut$, w$, u$}.
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3. l lpll l jv' : l lp, * prl lM' : {ul, w?,w8,w$,w!,wl}.

4. llûrllM": ll-p2llnz' : {æ8, w!,w!,w!}.

Thus, we have

B' : llp'ollM' n llpllle' n llplllli." n llpSllM" : {wl} I a.

Now the contradictory state is solved. We tentatively call this kind of anticipation
type III. Then, by anticipation of tlpe III, the system requires us that 'Seek the
third persont, with a reconstruction of the current framework itself for the problem.

5 Concluding Remarks

In this article, ba.sed on our previous work[lO], we further made discussion on several
cha,racteristics of anticipation in belief formation. Thereby we found that there were
at least three kinds of a.nticipation. In particular, the anticipation of type II and
of type III in belief formation seem to be related to paraconsistent and d,ialectical
logics[11, 1]. We hope to make further discussion in a forthcoming paper.
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