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Abstract Some foundational conceptual issues concerning anticipatory systems are iden-
tified and discussed: 1) The doubly temporal nature of anticipation is noted: anticipations
are directed toward one time, and exist at another; 2) Anticipatory systems can be open:
they can perturb and be perturbed by states extemal to the system; 3) Anticipation may
be facilitated by a system modeling the relation between its own output, its environment,
and its future input; 4) Anticipations must be a part of the system whose anticipations
they are. Each of these points are made more precise by considering what changes they
require to be made to the basic equation characterising anticipatory systems. In addition,
some philosophical questions concerning the content of anticipatory representations are
considered.
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poral representation, representational content.

I Introduction

This paper discusses some fundamental issues surrounding the notion of anticipatory sys-
tems. The goal is a characterisation of anticipatory systems that is general enough to
include not only simple cases of anticipation, but also some sophisticated forms of mod-
eling. Of course, there are many anticipatory systems that lack this sophistication, but it
will be beneficial to have a general theory with which we can understand both the sophis-
ticated and less sophisticated systems as special cases of the same general form.

A clear definition of anticipatory systems is given in [Rosen, 1985]:

An anticipatory system is a system containing a predictive model of itself
and/or of its environment, which allows it to change state at an instant in
accord with the model's predictions pertaining to a latter instant.

This is frequently made more formal by saying that an anticipatory system is a system X
whose dynamical evolution is governed by:

X(t + 1) :  F(x(r) ,X-( t  + 1)) ,  ( l )

where X*(t + 1) is X's anticipation, or prediction, of what its state will be attime t * 7.
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Because of a prior interest in cognitive science and artificial intelligence, which re-
quire explanation in causal terms, the discussion in this paper is restricted to anticipatory
systems for which eqn. I and its descendant forms capture a causal relation. It will not
be enough for a system merely tobe describable in terms of such equations; the equation
must model causal dependencies in the systems characterised. Thus, the systems under
discussion are what have been called "weak" anticipatory systems (e.9., fDubois, 2000]).

One can go further and inquire as to the extent to which such causal anticipatory sys-
tems are computational. Are there interesting sub-classes of causal anticipatory systems
which compute their models of self and world? Which compute their next state based
on their models of self and world? Must all causal anticipatory systems compute in this
sense, or can there be non-computational yet causal anticipatory systems? These ques-
tions will have to be addressed at a later date. For now, no assumption is made as to the
computational or non-computâtional nature of these systems; only causality is assumed.

2 The Doubly Temporal Nature of Anticipatory Systems

The intuitive notion of anticipation is of a relation involving not one but two points in time:
not only the time of the state being anticipated, but the time at which the anticipation is
occurring. In general, systems can anticipate more than one state at a time, and can, at
different times, anticipate what things will be like at a given time. I can anticipate what
December 25th will be like on both December 23rd and December 24th; and on December
25th 2002I can anticipate what it will be like on December 25th 2003 and December
25th20A4. Therefore, the term X-(t + 1) is only well defined for a particular subclass of
constrained anticipatory systems, systems for which the function X. (t) is constant over
the temporal extent of that anticipation. For anticipatory systems described by eqn. 1, the
constancy of this function is trivially ensured by virtue of the fact that a state is only ever
anticipated once, at the time immediately prior to the time of the anticipated state.

Thus, a natural generalisation of the formal notion of an anticipatory system would
be to parameterise the anticipation function X* with the time of anticipation (second
parameter) in addition to the time anticipated (first parameter). The special case of eqn. 1
is then expressed as:

x( t+  1 )  :  r (x ( l ) , x ' ( t+7 , t ) ) .  (2 )

But we now have a way of expressing a wider variety of anticipatory systems. For
example, a "reminiscent" system which takes all of its past anticipations concerning the
next time step into account in determining its next state would be described by:

x ( t+  1 )  :  F ' ( x ( t ) , x . ( r+  \ t ) , x . ( t  +1 , t -  1 ) , x - ( r+1 , t -2 ) . . . ) .  (3 )

However, having an unrestricted number of arguments may be problematic. Further-
more, there is the intuition that taking into account all of one's previous anticipations
is typically done by modifying one's current anticipation. That is, when one takes past



anticipations into account, one does so by altering one's current provisional anticipation
X-. (f ) in the light of one's (memories of) previous anticipations X. (t - r). So perhaps
a better way of modeling this kind of dependence would be to stipulate the recursive
definition:

X. ( r , t )  -  Gx . (X"* ( r , t ) ,X" ( r , t  -  l ) ) , r  >  t .  (4 )

With this definition we can capture both "reminiscent" and the more usual "forgetful"
anticipatory systems, providing suitable alterations are made to G y'. For the case of the
usual, "forgetful" system, one could have:

G x . ( r , a ) :  r ,  ( 5 )

while a Gx. which truly depends on both of its arguments would provide a form of remi-
niscence.

(One could allow for a more general system by adding a temporal parameter to G
to allow it to vary with time. This same point goes for all the functions internal to X
that are introduced below (e.g., I*, F*, E*, O*, etc.). To avoid further complexity, these
possibilities will not be discussed further in this paper, and will not be expressed in the
notation.)

3 The Environment and Openness

The formulations of the notion of an anticipatory system just considered still fall short
of the general case. Rosen's intuitive notion includes anticipation of states external to
the system, while the equations considered so far only model anticipation of the states
of the system itself. Admittedly, [Rosen, 1978a] shows how a formulation in terms of
self-anticipation can be augmented with a simple mapping in order to cover the case of
the anticipation of another system's states, but an explicit inclusion of both cases into the
formalism would facilitate the analysis of many systems.

The focus on the case of self-anticipation goes hand-in-hand with a presupposition on
the part of the equations considered so far: that X is a closed system; X's evolution does
not depend on anything outside X. Yet Rosen's intuitive notion, if not his formal analysis,
takes the general case of an anticipatory system to be an open system, receiving "inputs"
or "data" from the world. Although Rosen stresses that an anticipatory system acts on the
basis of its model, not on the data directly, he nevertheless assumes, even requires, that
the model be formed from the input data:

We stress again that the cor-nmon feature of all these examples is the trans-
duction of present data into future data (i.e. into predictions) through the
agency of a model of the world. The essential point to bear in mind is that it
is the prediction, rather than the initial data, which is the actual stimulus, and
it is the model relating the two which underlies the adaptive character of the
behavior so generated [Rosen, 1978a, page 156, original emphasis].



(This passage will also be relevant when discussing the assumptions of causality in antic-
ipatory systems, especially computing anticipatory systems.)

Once these two possibilities, of other-modeling and openness, are explicitly acknowl-
edged, a question arises as to how to incorporate them into the formalism of anticipatory
systems. [æt us first consider the generalisation of X from a closed to an open system.

3.1 Openness I: Input

To accommodate openness, one need only add an input function 1(;) which can provide
a point of coupling between X and any other system, open or closed:

x(t + 1) :  r(x(t)  ,  x"(t  + r, t) ,1(t)) ,  (6)

Thus, 1 will in general be a function from the real numbers to a vector of variables which
capture the aspects of the environment which impinge on X.

(Note concerning notation: Like many of the functions introduced in this paper, .I is
dependent on the system X under consideration, but rather than clutter the notation with
a ubiquitous X subscript, the dependency has been elided.)

But just as X's future state depends not only on its current state but also on its antic-
ipation of its future state, so also will its future state depend not only on the actual input
it receives but also on its anticipation 1* of what that input will be. For an open system
adequately to predict its future state, it must model not only itself but also its inputs, since
its future state will depend on those inputs. And like X*, I* will be doubly temporally
indexed, to reflect the time of the anticipation as well as the time of the anticipated input.

However, a question arises concerning how best to reflect this possibility in the for-
malism. One option is to add the expectation of input explicitly into eqn. 6, but this
would not properly reflect the role .I* is playing in the system. The function of /* is to
assist in the computation of the anticipation X**. This computation requires a model,
F*, of how the state of X is affected by its input .L So a better formulation would not
involve a change to the basic state equation for X, but to the equation defining the current
contribution X"* to the anticipation X* of X:

x * * ( r , t )  :  F - ( x . ( r  -  l , t ) , l * ( ,  -  r , t ) ) , r  >  t '  ( 7 )

Note that this does not duplicate what was captured in eqn. 4. To illustrate, eqn. 4
captures how your past anticipations of what will happen on December 25th affect your
current anticipation of what will happen on that date. Eqn. 7, on the other hand, captures
the effect that your current anticipation of what will happen on December 24th has on
your current anticipation of what will happen on December 25th.

Furthermore, we can, in a manner similar to what we did for X*(r, l), make I-(r,t)
dependent on previous estimates I*(r,t - n):

I * ( r , t )  :  Gr ( I * * ( r , t ) ,1 . ( r , t  -  l ) ) , r  >  t .  (8 )

where:



o I** (r,t) is X's provisional anticipation of /(r) at time ,;

o Gr. is a function similar to G y,, aÙove, which models the effect, if any, that previ-
ous anticipations of I (r) have on the current anticipation I. (r, t) of 1(r).

At this point, a general methodological pattem emerges from two reasonable princi-
ples:

Principle 1: If the best model we can have of a system r's basic dynamics is given
by an equation e, then the best model that r can have will have the structure of e.

Principle 2: The modeling relation distributes over functional composition; that is,
the following postulate seems plausible:A model r* of asystem r : T (A,z) should
take the form r* : l* (y*, z').

If we were to take these principles at face value, eqn. 6 would imply the following
definition of X*:

x**(r , t )  :  F.(x.(r  -  l , t ) , (x.) . ( ,  -  r , t ) , ï ( ,  -  L, t ) ) , r  > t .  (9)

(One might raise the issue here that X needs to model the variables r and t as well,
but this will not be discussed in this paper.)

Of particular interest is the second argument to F*, X's model of its model of itself,
(X-)-. Obviously, this is the beginning of a regress that can be iterated indefinitely,
providing arbitrary levels of reflection. Until further analysis of this aspect of anticipatory
systems can be carried out, such possibilities will be ignored: we will restrict ourselves to
systems describable in terms of eqn. 7.

3.2 Openness II: Output

A major insight of the cybernetic and general systems approaches is that systems and their
environments mutually determine their states in a dynqqig c_oupling. That is, X typically
will have some effect on the world, or "output", which typicàl$ will alter the state of the
world. This change in world state may in turn alter the inputs to X, and so on. This can
be captured by the following equations:

o(t):  H(x(t))

/ ( t+1 ) :J (E( t ) )

E( t+ r ) :K(E( t ) ,o ( t ) )

where:

t O(t) is the output of X at time t;

(10)

(1 1)

(12>



. I/ is a function which determines what the output of X is given X's state;

c E(t) represents the state of the environment, excluding X, but including anything
which may potentially causally impinge on X within one unit of time from t;

o J captures how the state of the environment determines the input to X at the next
time step;

o K captures how the current state of the environment, along with X via its output
O, determine the next state of the environment.

Some explanations of the chosen form of these equations can be given.
It might be thought that J should depend on X; that is, one might believe that the envi-

ronment alone does not determine the input to X. Consider the case of, say, a paramecium
receiving inputs via stimulation of its cilia. A stimulation on the left side of the organism
is distinct from a stimulation on the right side. Yet the environmental conditions which
cause these distinct inputs may be identical (stimulation impinging on the organism from
the north, say); the only difference may be the orientation of the paramecium within that
environmental space (the left side facing north vs the right side facing north). In this ex-
ample, the question concerning "/ comes down to: is the orientation of the paramecium
part of the state of the environment in which it is located, or part of the paramecium it-
self? Properly speaking, it is neither; it is a relation between the two. But such relations
are difficult to capture in the function-based framework being considered here, so I have
arbitrarily decided to model as part of .E the relations between X and E which affect the
input to X. This has the advantage of simplifying eqn. 11 by avoiding a reference to X.

One might wonder if it would be better to eliminate some of the variables, by not
having input and output functions I andO, and insûead having X and E co-defined, such
as:

X (t + 1) : r '(X(t), X-(t), E(t));

E ( t + 1 )  : O " t t ( X ( t ) ) ,

where Ooll captures the effect that X has on the environment. While technically adequate,
eqns. 13 and 14 fail to reveal and exploit structure that we know to exist: the regions of
interface captured by I and O in eqns. l0 and 11. Highlighting these interfaces is not an
arbitrary act; the very notion of a system is that of a relatively dense region of dynamical
activity which is marked off from other clusters of activity by a perimeter of relatively
less activity. Input and output are the migrations of casual effect across this perimeter.
Merely noting that system depends on environment which depends on system ignores the
reduction in complexity that can be achieved by acknowledging this perimeter.

Given that X's future inputs may depend on its own outputs, it follows that in order for
X properly to anticipate its future inputs and thus its own future states, it must anticipate
its own outputs:

(13)

(14)

O** ( r , t ) :  H* (X . ( r , t ) ) , r  >  t ; (1s)



O. (r,t) - G o. (O** (r, t),  O* (r, t  - l)),  r > t, (16)

O* and O** capture X's anticipations of its output in the same way as X* and X**
do for anticipations of the state of x, and as 1* and 1** do for anticipations of the
input to X, respectively;

,F1* is X's model of fI: of how the output of X is determined by the state of X;

c Go" plays the same combining role for O* and O** as Gyç. does for X* and X**
andGy does for I* and I**.

3.3 Modeling Self by Modeling Environment

By Principles I and 2, X should take these anticipations of its output into account, along
with an anticipation of the state of the environment, when forming an anticipation of its
input. This can be modeled by creating the anticipatory versions of eqns. 11 and 12, along
with an equation which does for x's model of the environment, E*, what eqns. 7 and 8
do for X* and ,I*, respectively:

I** (r, t) :  J* (E* (r,t)),  r > t;

E**( r , t ) :  K. (E-( r , t  -  1 . ) ,o . ( r , t  -  1) ) ,  r  >  t ;

E. (r, t) - G s. (E*" (r,t), E. (r, t - 7)), r > t.

(17)

(18)

(1e)

Since we are trying to produce a model of X that allows for sophisticated anticipatory
capabilities, every elaboration on the dynamics of X prompts a corresponding elaboration
of the dynamics of X*.

The analysis of the environment given by eqn. 12 will in most cases be inadequate.
Most environments are too complex to be understood in terms of a single function .E; the
simplification that results from, e.g., dividing the environment up into objects, locations,
events, properties, etc. is necessary. But if we require a structured model of the environ-
ment, then it is very likely that any sophisticated anticipator, X, will require one also.
That is, if changes are made to -8, then by principles I and 2, corresponding changes will
be made to B*.

However, perhaps we have over-applied Principles I and2. Some applications of the
Principles still seem correct: A typical open system X can't hope to anticipate its own
states unless it models its inputs. But even if we are interested in the most sophisticated
anticipators, why should X's model of the world have to mirror our own? or, putting the
question into epistemological terms, why should we be bound to believe that X's model
of the world must mirror our own? Perhaps X needs to have structure in its model of E
if it is to have any hope of success, but must we assume that its model be isomorphic to



our olvn? Can we not make sense of a system that models the world in terms of objects,
locations events and properties which we do not? If so, what becomes of Principles I
and 2: how can they be altered so that they require mirroring between our model and X*
when, and only when, such mirroring fs actually a necessity?

Here we quickly get into deep philosophical waters; a full treatment cannot be given
here. Butonepointcanbemade: therearesome(e.g. [Davidson, 1974])whohaveargued
that this notion of a conceptual scheme different from ours is incoherent. In suggesting
that I can specify an X that carves up the world differently than I do, a contradiction
appears. If I really can specify such an X, then I must possess the concepts used in that
specification, and so X's scheme is not distinct from my own. Thus, there is a strong
mirroring constraint between our model and X*.

The preceding argument seems a bit hasty, however. It assumes that the only way to
specify a model is by using the same concepts as that model. That is, if I am to specify
an X that anticipates environmental states with a model E* that employs the concept
things within reach, then I will have to use the concept things within reach in doing so.
We can call specifications which incur this requirement conceptual specifications. But if
there are non-conceptual specifications, ones which do not require the theorist specifying
a model to possess the concepts that the specified model employs, then the possibility of
specifying an X which models the world in a manner radically different from our own
reappears. (The distinction between conceptual and non-conceptual specifications made
here is similar to, but crucially different from, the distinctions made in the literature on
non-conceptual content; e.g. in [Cussins, 1990].) One way of making a non-conceptual
specification of X* would be to describe the causal mechanism that realises X-; but the
benefit of such a specification can only be retained if one gives up the ability fully and
correctly to analyse the causal mechanism on a conceptual level.

4 A System's Anticipations are Part of that System

In section I it was stated that an emphasis on anticipatory systems which compute, and
compute using, their anticipations requires an analysis which reflects the causal structure
of the system. In seclion 2, we saw that this point had the result of of dividing the aspects
of a system which realise an anticipation (of X(t + 1), say) into two components: the
current contribution to the anticipation, and the part of the current state which carries the
effect, if any, of previous anticipations of X(t + 1).

A similar point can be made concerning the evolution of X itself. The first thing to
notice is that if we want the structure of our models to illuminate the causal structure of
the systems we are modeling, then we need to modify all of our equations which define
X (e.g., eqn. 6). Specifically, the anticipations that X has must be, strictly speaking, part
of system X itself. Consider the first sentence of the abstract of [Rosen, I978a):

An anticipatory system is one which contains a s&bsysten which can
serve as a predictive model of the world [p 155, emphasis added].
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(Note that this definition mentions modeling the world, rather the system itself, which
supports the approach in section 3.)

Since the anticipations of X, be they of X itself or some external system, are subsys-
tems of X, it is redundant to have future values of X depend both on the total state of X
andits anticipations. So rather than using something based on eqn. 6, one might prefer:

X( t+1 ) :  F (X \ t ) ,X . ( t  +  1 , t ) , 1 ( r ) ) , (20)

where X(t) is the state of the non-anticipatory parts of X at time t.
However, while eqn. 20 might delineate an interesting and manageable sub-class of

anticipatory systems, it may fail to capture the general case. Specifically, it seems possible
for there to be a system which is redundant in the way just described. It might be that the
physical aspects of a system which realise an anticipation might have an effect on the
behaviour of the system by virtue of their raw physical properties, in addition to their
effect as (things which realise) an anticipation. Thus, the most general account requires
retention of eqn. 6.

In a similar manner, we can acknowledge a distinction between the aspects of X
which carry information about previous states of X, and those which do not. Since these
"memory traces" may be incorrect or incomplete, we can denote them with a superscript
notation similar to that used to denote anticipations, which are also potentially inaccurate
or incomplete: X- (t - n). In order to collect together all memory traces into one variable
(to avoid having an indefinite number of parameter places), we can stipulate:

X (t + 1) : r '(Î(t), X. (t + 1), x- (t - 1) ), (2r)

where X-(t - n) is defined recursively by:

x- (t - r) : J (X-- (, - 1), x- (t - 2)) , (22)

where X--(t - 1) represents the contribution at time t-l to the total memory state
x-.

5 The Content of Anticipation

What is it that makes one state an anticipation of another? This difficult question is
a special case of another difficult question: what makes one state a representation of
another? It is a substantive matter, since we are interested in anticipations which can play
a causal role in the functioning of a system. That is, the notion of antcipation in play is
not entirely observer-relative; the intrinsic properties of the system place some constraint
on what anticipations can be ascribed to it. A stone cannot become an anticipatory system
in the sense employed in this paper just by someone deciding to see it as such (compare

[Chrisley, 1994]).
There are four parts to the content of an anticipation that must be accounted for. What

is it about a state that determines, or plays a part in determining:
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l. that it is an anticipation at all (as opposed to, say, a memory)?

2. that it is an anticipation of the system/state/object it is an anticipation of (of, say,
the state of a light, rather than of a clock)?

3. that it is an anticipation of the time that it is an anticipation of (as opposed to some
other time)?

4. that it is an anticipation with the predicative content it has (an anticipation that, e.g,
the light will be green rather than an anticipation that it will be red)?

Question one might be answered functionally. That is, a state is an anticipation if it is
used as such: if the state guides behaviour in the way characteristic of anticipations, rather
than, say, memories. If a state makes me put out my hand in a configuration appropriate
for catching a ball, then, ceteris paribus, it is understandable as an anticipation that a ball
will pass by me soon.

But anticipations can be directed toward particular objects: I can anticipate that that
particular baII will move past me in two seconds. Answering question two seems to re-
quire more than an appeal to function; any conventional notion of function will not be
able, on its own, to yield the directedness or intentionality of anticipations toward par-
ticular objects. A standard tactic in trying to explain particularity is to appeal to causal
relations between the representing state and some object or state in order to single it out as
the particular being represented. Such a tactic seems impossible here, since the state being
represented is in the future. Many, even of those who are interested in anticipatory sys-
tems, are unwilling to talk of backwards causation, for familiarreasons ([Rosen, 1978a, p
1571 cites [Windeknecht,19677 to support this caution, but one can find more philosoph-
ical objections to backwards causation, such as the bilking argument in fBlack, 1956]).
But if we assume that states are composed of objects with various properties and in vari-
ous relations to each other, then we can use the temporal extension of objects to provide
us with causal relations that are not toward future events. My anticipation is that thnt par-
ticular ball will pass by me in two seconds because that ball in the future is the same ball
which has already had causal impact on my retina and caused me to form the anticipation
in the first place.

Nevertheless, there are cases where we have an anticipation involving an object in
the future, with which we have had no causal interaction at the time of the anticipation.
Thus, the solution just outlined is not available in such cases; what should we do? One
suggestion is to abandon particularity for such anticipations. One can only have anticipa-
tions toward particular objects with which one has had some causal interaction (however
remote or indirect). If no such interaction exists, then the form of one's anticipation is not
that of being directed toward a particular object, but rather toward any object that happens
to meet some descriptive condition. When I anticipate that there will be a car in front of
me when I drive to work tomorrow, my anticipation is not about any particular car, but
rather whichever car happens to occupy that place.
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The temporal aspects of anticipation raised in question three also seem to be decom-
posable into a functional and a particular part. That an anticipation is directed toward
some time, and specifically, some time in the future, falls out of the very notion of an
anticipation. So it would seem to be a functional matter, involving the way that a state is
used, that determines that it is directed toward some future time. It may even be a func-
tional matter that the state is anticipating a time two minutes in the future from the time of
the anticipation. But what makes the anticipation one of 12:02 on December 25th rather
than23:59 on December 3lst is the fact that the state occurred at 12:00 on December 25th
instead of 23:57 on December 3lst. So the time of the state being anticipated will depend
not only on the functional properties of the anticipating state, but the particular, absolute,
non-functional temporal properties as well.

The fourth question is perhaps the most difficult. The philosophical community has
only a few candidate theories of representational content, which attempt to explain the
source of representation in terms of causal relations, evolution, asymmetric dependence,
or conceptual role. There is no space here to go into detail; but a few quick points concern-
ing the content of anticipatory states can be made by comparing causal and evolutionary
accounts.

Causal theories of representation (e.9., [Dretske, l98l]) usually take the representa-
tion to be about whatever caused the representation to become active or come into exis-
tence. This is not a satisfactory account for the content of anticipations, since by their
very nature they are about things in the future, which could not have been the cause ofthe
anticipation, and may not even occur at all.

Evolutionary theories of representation (e.g., [Millikan, 1984]) require a representa-
tion to be something which has been copied or reproduced over time. Such theories then
take the content of a representation to be whatever condition in the environment the an-
cestors of the representation covaried with, that also explains why the representation "sur-
vived' or \ilas reproduced. To give a simplistic and implausible yet illustrative example, a
particular state of an organism's nervous system will have the content "predator nearby"
if that state has been copied from states which happened to be active when a predator
was near the organism's ancestors, and that coincidence is part of the explanation why the
state has been reproduced (presumably because it caused behaviour which allowed the
organism to avoid the predator and reproduce, thus passing on the "predator nearby" state
to its offspring.)

It might be thought that a backward-looking theory such as this would suffer from the
problem just identified for causal approaches: anticipations are of things in the future, so
how could an account of representational content which appeals to evolutionary history,
which is even more remote, apply to anticipations? But evolutionary accounts are more
subtle than that. For example, it could be part of the explanation for why the ancestors
of a state survived and were reproduced that they occurred ûen seconds before a predator
crossed the plain to attack. That is, it could be a covariance with an event in the future
which explains a representation's evolutionary value. In such a case, the content of the
representation would be an anticipatory one.

l 3



However, this raises a general worry, not with just an evolutionary account, but with
any account of anticipatory content. In the example just given, on what grounds do we
say that that the content is "in thirty seconds, predator will be here" rather than "predator
is now thirty seconds away"? That is, can't any purported anticipation be re-interpreted as
a representation that is non-anticipatory instead indicating what conditions are like now?
This may be a problem without substance; it may be that nothing of import depends on
which of the two interpretations we give. But if it is substantive, then some philosophical
work will have to be done in order to clarify this fundamental aspect of anticipation.

Any account ofrepresentational content has to be such that it is possible for represen-
tations to misrepresent, to be in error. For example, a causal account that identifies the
content of a representation with whatever caused it fails to meet this criterion, since it is
impossible on such an account for a representation to be about something other than what
caused it. Evolutionary accounts fare better, in that it is possible for r to have the function
of representing "predatory nearby", as a result of r's evolutionary history, and yet for r
to misrepresent in virtue of the current facts (i.e., r is active, yet no predator is nearby).
But the ability of evolutionary accounts to explain the possibility of misrepresentation has
been questioned

In any case, it seems that any theory of representation that can account for anticipation
will most likely solve the misrepresentation problem anyway. Anticipations are directed
toward non-actual states of affairs, those that are in the future and may or may not become
actual. If one can explain how this fundamental problem of intentionality, dating back to
Brentano and even the ancient Greeks, can be solved, then one will be able to use that
solution to show how a representation can be directed toward a non-actual state of affairs
in the present, which is just what we mean by a false or misrepresenting representation.

6 Conclusion

The equations given above allow us, in a precise manner, to broaden our notion of an
anticipatory system to include some sophisticated forms of anticipation, including antici-
pation of times that are not a fixed distance into the future; and anticipation of a system's
output, environment and input. Furthermore, we can now begin to explore what con-
straints are placed on the dynamics of a system once one recognises that the anticipations
a system has must be realised somehow in the causal structure of that system. Finally,
some conceptual questions conceming the content of anticipatory representations which
must be answered have been identified.
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